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AN ABSTRACT APPROACH TO SOME SPECTRAL PROBLEMS
OF DIRECT SUM DIFFERENTIAL OPERATORS

MAKSIM S. SOKOLOV

Abstract. In this paper, we study the common spectral properties of ab-

stract self-adjoint direct sum operators, considered in a direct sum Hilbert

space. Applications of such operators arise in the modelling of processes of
multi-particle quantum mechanics, quantum field theory and, specifically, in
multi-interval boundary problems of differential equations. We show that a

direct sum operator does not depend in a straightforward manner on the sep-
arate operators involved. That is, on having a set of self-adjoint operators

giving a direct sum operator, we show how the spectral representation for this

operator depends on the spectral representations for the individual operators
(the coordinate operators) involved in forming this sum operator. In particular
it is shown that this problem is not immediately solved by taking a direct sum

of the spectral properties of the coordinate operators. Primarily, these results
are to be applied to operators generated by a multi-interval quasi-differential

system studied, in the earlier works of Ashurov, Everitt, Gesztezy, Kirsch,
Markus and Zettl. The abstract approach in this paper indicates the need for

further development of spectral theory for direct sum differential operators.

1. Preliminaries

Below, we follow the idea for multi-interval quasi-differential operators, see [1, 2],
to construct and extend their results to the general case of abstract operators in
Hilbert space. All the information on spectral theory of abstract linear operators
required in this paper may be found, for instance, in the texts [4, 5].

Let Ω be finite or countable set of indices; designate ω = card (Ω). Consider a
family of separable Hilbert spaces {Hi}i∈Ω and a family of self-adjoint operators
{Ti}i∈Ω, such that

Ti : D(Ti) ⊆ Hi → Hi.

We introduce the sum Hilbert space H = ⊕i∈ΩHi, consisting of vectors x = ⊕i∈Ωxi,
such that xi ∈ Hi and

‖x‖2
H =

∑
i∈Ω

‖xi‖2
i <∞, (1.1)
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where ‖ · ‖2
i are norms in Hi. In this direct sum space H consider the operator

T : D(T ) ⊆ H → H,

defined on the domain

D(T ) = {x ∈ H :
∑
i∈Ω

‖Tixi‖2
i <∞} (1.2)

by Tx = ⊕i∈ΩTixi. Clearly, if the operator Ti is self-adjoint, for all i ∈ Ω, then and
only then is T self-adjoint.

For each Ti there is a unique resolution of the identity Ei
λ and a unitary oper-

ator Ui, giving an isometric isomorphic mapping of the space Hi on to the space
L2(Mi, µi), such that the operator Ti in Hi is represented as the multiplication op-
erator in L2(Mi, µi). Below, we present a more detailed structure of the mapping
Ui.

Fix i ∈ Ω. We call φ ∈ Hi a cyclic vector, if for each z ∈ Hi there exists
a Borel measureable function f , such that z = f(Ti)φ. Generally, such a cyclic
vector does not exist in Hi, but there is a collection {φk} of vectors in Hi, such
that Hi = ⊕kHi(φk), where Hi(φk) are Ti-invariant subspaces in Hi, generated by
cyclic vectors φk, that is

Hi(φk) = {f(Ti)φk},
varying Borel function f , such that φ ∈ D(f(Ti)). Then there exist unitary opera-
tors

Uk : Hi(φk) → L2(R, µk),

where µk(∆) = ‖Ei
∆φ

k‖2
i , for any Borel set ∆. In L2(R, µk), the operator Ti has

the form of multiplication by λ, i.e.(
UkTi|Hi(φk)U

k−1
z
)

(λ) = λz(λ).

Then the operator

Ui = ⊕kUk : ⊕kHi(φk) → ⊕kL2(R, µk)

gives the spectral representation of the space Hi in the space L2(Mi, µi), where Mi

is a union of nonintersecting copies of the real line (sliced union) and µi =
∑

k µ
k.

That is
(UiTiU

−1
i z)(λ) = f(λ)z(λ),

where z ∈ U [D(Ti)] and f is a Borel function defined almost everywhere according
to the measure µi.

2. Spectral properties of the operator T

In this section it is shown how spectral representation of the direct sum operator
T may depend on spectral representations of the given operators Ti. For this
purpose, we first prove some auxiliary statements.

Definition 2.1. For i ∈ Ω, we introduce a sliced union of setsMi (see preliminaries)
as a set M , containing all Mi on different copies of ∪i∈ΩMi. In this set M , the sets
Mi do not intersect, but they may superpose, i.e. two sets Mi and Mj superpose,
if their projections in the set ∪i∈ΩMi intersect.

Separate arguments show that the following auxiliary proposition is valid
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Proposition 2.2. Let us have a set of measures µi, i ∈ Ω, defined on noninter-
secting supports. If ∑

i∈Ω

∫ ∞

−∞
f(λ) dµi(λ) <∞,

for any borel function f(λ), then the following equality is true:∑
i∈Ω

∫ ∞

−∞
f(λ) dµi(λ) =

∫ ∞

−∞
f(λ) d

∑
i∈Ω

µi(λ). (2.1)

Using this proposition, we prove the following lemmas:

Lemma 2.3. The resolution of the identity Eλ of the system operator T is given
by the direct sum of resolutions of the identity Ei

λ of the operators Ti; that is

Eλ = ⊕i∈ΩE
i
λ (2.2)

Proof. Consider x ∈ D(T ); this holds if and only if

‖Tx‖2
H =

∑
i∈Ω

‖Tixi‖2
i =

∑
i∈Ω

∫ ∞

−∞
λ2 d‖Ei

λxi‖2
i <∞.

Recall that we consider the sets Mi = supp{‖Ei
λxi‖2

i } divided in the sense of slicing,
so that they do not intersect. Using Proposition 2.2 implies that the following
equality is true: ∑

i∈Ω

∫ ∞

−∞
λ2 d‖Ei

λxi‖2
i =

∫ ∞

−∞
λ2 d

∑
i∈Ω

‖Ei
λxi‖2

i . (2.3)

In turn this implies that x ∈ D(T ), if and only if∫ ∞

−∞
λ2 d

∑
i∈Ω

‖Ei
λxi‖2

i <∞;

and

‖Tx‖2
H =

∫ ∞

−∞
λ2 d

∑
i∈Ω

‖Ei
λxi‖2

i .

Using the uniqueness property of a resolution of the identity, these two statements
show that the operator ⊕i∈ΩE

i
λ is the resolution of the identity of the system

operator T , that is, according to our notations Eλ = ⊕i∈ΩE
i
λ. This completes the

proof of the lemma. �

Lemma 2.4. For any Borel function f , and any vector x ∈ D(f(T )), the following
equality is satisfied: f(T )x = [⊕i∈Ωf(Ti)]x.

Proof. Let x ∈ D(f(T )). Then from Proposition 2.2 and Lemma 2.3, we obtain,
for any y ∈ H:

(f(T )x, y)H =
∫ ∞

−∞
f(λ) d(Eλx, y)H =

∫ ∞

−∞
f(λ)

∑
i∈Ω

(Ei
λxi, yi)i =

=
∑
i∈Ω

∫ ∞

−∞
f(λ) d(Ei

λxi, yi)i =
∑
i∈Ω

(f(Ti)xi, yi)i = ([⊕i∈Ωf(T )]x, y)H.

Since y is arbitrary, we have f(T )x = [⊕i∈Ωf(Ti)]x. This completes the proof of
the lemma. �
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For ϕi ∈ Hi, i ∈ Ω, define

ϕi = {0, . . . , 0, ϕi, 0, . . . , 0} ∈ H,
where ϕi is on i-th place. Consider a projection P : M → ∪i∈ΩMi (see Definition
2.1), such that P (σ(Ti)) = σ(Ti).

Definition 2.5. Divide Ω into non-intersecting sets

Ak = {s ∈ Ω : ∀s, l ∈ Ak, s 6= l, P (σ(Ts)) ∩ P (σ(Tl)) = Bsl,

where ‖Et
Bsl
ϕt‖2

t = 0, for any cyclic ϕt ∈ Ht, t = s, l}. (2.4)

From all possible divisions of this type, we choose and fix the one which contains the
minimal number of the sets Ak. With this notation, we call the number Λ = min{k}
a spectral index of the direct sum operator T .

Theorem 2.6. Let each Ti has a cyclic vector φi in Hi. Then the operator T has
minimum Λ of cyclic vectors {ξk}Λ

k=1, having the form

ξk =
∑
i∈Ak

φi. (2.5)

Proof. First consider the case of two operators. Let s, l ∈ Ω; then, in order to obtain
one cyclic vector in Hs⊕Hl having the form φs⊕φl, for any x = xs⊕xl ∈ Hs⊕Hl

it is necessary to find a Borel function f , such that

x = f(Ts ⊕ Tl)[φs ⊕ φl].

From Lemma 2.4 it follows that

x = [f(Ts)⊕ f(Tl)][φs ⊕ φl].

On the other hand we must determine each space Hp (p = s, l) by closing the set
{fp(Tp)φp}, where fp varies over all Borel functions such that φp ∈ D(fp(Tp)). If
s, l ∈ Ak, then supposing that f = fp on P (σ(Tp)), we obtain the required function
f , since functions in the isomorphic space L2 are considered equal on any set of
measure zero. Hence, it is clear, that for all i ∈ Ak, we may construct a single
cyclic vector of the form

ξk = ⊕i∈Ak
φi =

∑
i∈Ak

φi,

using the process described above, considering pairs of operators.
We recall that we have a minimal number of the sets Ak. Consider the Hilbert

space
[⊕i∈Ak

Hi]⊕ [⊕j∈Aq
Hj ] with k 6= q. (2.6)

It follows then that the set

[∪i∈Ak
P (σ(Ti))] ∩ [∪j∈AqP (σ(Tj))] = Bkq

has a non-zero spectral measure. From the above results it follows that, by joining
cyclic vectors ξk = ⊕i∈Ak

φi and ξq = ⊕j∈Aq
φj into one

ξk + ξq =
∑
i∈Ak

φi +
∑
j∈Aq

φj ,

we have to obtain the Hilbert space (2.6), by closing the set

{fk(⊕i∈Ak
Ti)ξk} ⊕ {fq(⊕j∈Aq

Tj)ξq},
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with varying Borel functions fk and fq, which coincide on Bkq. This is not possible,
since the set of such functions is not dense in the isomorphic space L2 (isomorphism
is understood under spectral representation of the space (2.6)). Hence, we have Λ
cyclic vectors

ξk =
∑
i∈Ak

φi ∈ H, k = 1,Λ.

This completes the proof of the theorem. �

Corollary 2.7. Let each Ti has a single cyclic vector. Then
1. Λ = 1 if and only if the operators Ti, i ∈ Ω, have almost everywhere (relatively
to the spectral measure) pairwise non-superposing spectra.
2. a) ω < ℵ0. Λ = ω, if and only if all the operators Ti have pairwise superposing
spectra. b) ω = ℵ0. Λ = ∞, if and only if all the operators Ti have pairwise
superposing spectra, except maybe a finite number of these operators.

Proof. The proof directly follows from the results given in the proof of Theorem
2.6. �

Remark 2.8. Note, that these two cases are contiguous. Case 2 is the most natural
for applications, in particular for the direct sum of differential operators.

Now suppose that each operator Ti has mi cyclic vectors. Then, there exists a
decomposition

T = ⊕i∈ΩTi = ⊕i∈Ω⊕mi

k=iT
k
i = ⊕sTs, (2.7)

where each Ts has a single cyclic vector. For the operator T , decomposed as above,
we apply Theorem 2.6. This implies that we can find spectral index Λ for the
operator T , decomposed as in (2.7). It is clear, in this case, that there exists an
estimate for the spectral index given by

Λ > max{mi}. (2.8)

As it has been stated above, for each operator Ti there exists a unitary operator
Ui, such that Ui : Hi → L2(Mi, µi). Hence

⊕i∈ΩUi : ⊕i∈ΩHi → ⊕i∈ΩL
2(Mi, µi).

In the general case (i.e. when there are Ti with more then one cyclic vector),

⊕i∈ΩUi : ⊕i∈Ω⊕mi

k=1H
k
i → ⊕i∈Ω⊕mi

k=1L
2(R, µk

i ).

From Theorem 2.6 follows that there exists a unitary operator

V : ⊕i∈Ω⊕mi

k=1L
2(R, µk

i ) = ⊕sL
2(R, µs) → ⊕Λ

q=1L
2

R,
∑
j∈Aq

µj

 . (2.9)

This implies that for any direct sum operator T , there exists a unitary operator
V ⊕i∈Ω Ui, which represents the space H in the space L2:

V ⊕i∈Ω Ui : H → L2(N,µ), (2.10)

where N is a sliced union of Λ copies of R and

µ =
Λ∑

q=1

∑
j∈Aq

µj ,
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according to the symbols in (2.9). Furthermore we know, that for each Ts (see
(2.7)), there exists a real-valued almost everywhere finite function fs on R, such
that

1) ψs ∈ D(Ts) if and only if f(·)(Usψ)(·) ∈ L2(R, µs);
2) if φs ∈ Us[D(Ts)], then (UsTsU

−1
s φs)(m) = fs(m)φs(m).

Defining f = fsχs, where χs = 1 on s-th copy of R, and zero elsewhere, according
to the above notations, we obtain

Theorem 2.9. If the unitary operators Ui give spectral representations of Hilbert
spaces Hi onto the spaces L2(Mi, µi), then the unitary operator

W = V ⊕i∈Ω Ui

gives a spectral representation of the space H onto the space L2(N,µ). According
to this representation, there exists a real-valued almost everywhere finite function
f on N , such that

1) ψ ∈ D(T ) if and only if f(·)(Wψ)(·) ∈ L2(N,µ);
2) if φ ∈W [D(T )], then (WTW−1φ)(m) = f(m)φ(m).

These abstract results appear to be the foundation for our further works where
we shall build an ordered representation for a direct sum operator and consider
matters connected with eigenvalue expansions for self-adjoint direct sum differential
operators.
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