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SOLVABILITY OF NONLOCAL BOUNDARY-VALUE PROBLEMS
FOR THE LAPLACE EQUATION IN THE BALL

MAKHMUD A. SADYBEKOV, BATIRKHAN KH. TURMETOV, BERIKBOL T. TOREBEK

Abstract. In this article, we consider a class of nonlocal problems for the
Laplace equation with boundary operators of fractional order. We prove the

existence, uniqueness and a representation of the solutions. Also it is shown

that the smoothness of solutions in Holder classes depends on the order of the
boundary operators.

1. Introduction

Let Ω = {x ∈ Rn : |x| < 1} be the unit ball, and ∂Ω = {x ∈ Rn : |x| = 1} be
a unit sphere. Further let, u(x) be a harmonic function in the ball Ω, r = |x|,
θ = x/|x|,

d

dr
=

n∑
j=1

xj
|x|

∂

∂xj
.

For an arbitrary positive number α > 0, the operator of fractional integration in
the Riemann-Liouville sense of order α is the expression [11]:

Iα[u](x) =
1

Γ(α)

∫ r

0

(r − τ)α−1u(τ, ϕ) dτ, r > 0.

Since Iα[u](x) → u(x) almost everywhere as α → 0, by definition we suppose
I0[u](x) = u(x).

A fractional differentiation operator is naturally defined as the product of a frac-
tional integration operator and differentiation operator of integer order. Thus, de-
pending on the sequence of multiplication of operators their properties are changed.
The most famous operator of the fractional differentiation is the Riemann-Liouville
operator [11],

RLD
α[u](x) =

d

dr
I1−α[u](x), 0 < α ≤ 1.

In another order of multiplication we obtain fractional differentiation operator in
the sense of Caputo [11],

CD
α[u](x) = I1−α[u′](x), 0 < α ≤ 1.
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Denote

Bα[u](x) = rαRLD
α[u](x),

Bα∗ [u](x) = rαCD
α[u](x),

B−α[u](x) =
1

Γ(α)

∫ 1

0

(1− s)α−1s−αu(sx) ds.

Note, that properties and some applications of the operators Bα, Bα∗ and B−α

to solvability questions of the local and nonlocal boundary-value problems were
studied in [10, 20].

The organization of this article is as follows. In Section 2 we give the formula-
tion of the basic problems and some historical information about boundary-value
problems with boundary operators of fractional order. In Section 3 we provide
auxiliary statements. These statements are related with properties of the solutions
of the Dirichlet problem and boundary-value problem with the boundary operators
of fractional order. In Section 4 we prove theorems on the uniqueness of solution
of the studied problems. Finally, Section 5 is devoted to study of the main prob-
lem, where we formulate and prove theorems on existence and smoothness of the
solution.

2. Formulation of the problem

Denote

∂Ω+ = ∂Ω ∩ {x ∈ Rn : x1 ≥ 0},
∂Ω− = ∂Ω ∩ {x ∈ Rn : x1 ≤ 0},
I = ∂Ω ∩ {x ∈ Rn : x1 = 0}.

We associate each point x = (x1, x2, . . . , xn) ∈ Ω with its “opposite” point

x∗ = (a1x1, a2x2, . . . , anxn) ∈ Ω,

where a1 = −1 , and aj , j = 2, . . . , n take one of values ±1. Obviously, that if
x ∈ ∂Ω+, then x∗ ∈ ∂Ω−. In the domain Ω we consider the following boundary-
value problems.

Problem 2.1. Find a function u(x) ∈ C2(Ω) ∩ C(Ω̄) such that Bα[u](x) is a
continuous function in the domain Ω̄, and satisfies the following conditions:

∆u(x) = 0, x ∈ Ω, (2.1)

u(x)− (−1)ku(x∗) = f(x), x ∈ ∂Ω+, (2.2)

RLD
α[u](x) + (−1)kRLDα[u](x∗) = g(x), x ∈ ∂Ω+. (2.3)

Problem 2.2. Find a function u(x) ∈ C2(Ω) ∩ C(Ω̄) such that Bα∗ [u](x) is a
continuous function in the domain Ω̄, and satisfies equation (2.1), equation (2.2)
and

CD
α[u](x) + (−1)kCDα[u](x∗) = g(x), x ∈ ∂Ω+,

where k = 1, 2, 0 < α ≤ 1, f(x) ∈ Cλ+α(∂Ω+), g(x) ∈ Cλ(∂Ω+), 0 < λ < 1, λ+α -
non-integer.
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When k = 1, problems 2.1 and 2.2 are called antiperiodical boundary-value
problems, and when k = 2 - periodical boundary-value problems.

Necessary condition for existence of a solution of the problem 2.1 (problem 2.1)
with smoothness u(x) ∈ C2(Ω) ∩ C(Ω̄), Bα[u](x) ∈ C(Ω̄) (Bα∗ [u](x) ∈ C(Ω̄) ) is
fulfillment of the matching conditions:

f(0, x2, . . . , xn) + (−1)kf(0, a2x2, . . . , anxn) = 0, (0, x2, . . . , xn) ∈ I, (2.4)

g(0, x2, . . . , xn)− (−1)kg(0, a2x2, . . . , anxn) = 0, (0, x2, . . . , xn) ∈ I, (2.5)

∂f(0, x2, . . . , xn)
∂xj

+ (−1)k
∂f(0, a2x2, . . . , anxn)

∂xj
= 0, (0, x2, . . . , xn) ∈ I, (2.6)

when λ+ α > 1. Furthermore we assume that these conditions are satisfied.
Note that numerous publications were devoted to the questions of solvability of

boundary-value problems for elliptic equations with boundary operators of frac-
tional order, see [5, 6, 10, 12, 13, 15, 20, 21, 22, 23, 24, 25, 26].

In [5, 10, 12, 13, 15], the Laplace equation nonlocal boundary-value problems
with boundary operators of fractional order were investigated. It should also be
noted that some questions of solvability of nonlocal problems for fractional order
equations in the one-dimensional case were studied in [1, 2, 9, 14, 16, 19, 27]. In
these papers the natural generalizations of the Samarskii - Bisadze problem were
studied, when nonlocal conditions were given in the relation form of the boundary
values with values of the desired function within the domain. In this paper we
consider the problems when non-local conditions are given in the form of periodic
or antiperiodic conditions.

Since

RLD
1[u](x) = CD

1[u](x) =
du(x)
dr

,

then when α = 1 derivatives CDα,RLD
α coincides with derivative in the direction

of the vector r = |x|. Note, that this case, i.e. when α = 1, was studied in [17, 18].
In particular, the following propositions were proved.

Theorem 2.3. Let k = 1, f(x) ∈ C1+λ(∂Ω+), g(x) ∈ Cλ(∂Ω+), 0 < λ < 1 and
the matching conditions (2.4), (2.5), (2.6) hold. Then a solution of problem 2.1
(problem 2.2) exists, it is unique and represented in the form:

u(x) = −
∫
∂Ω+

∂G1(x, y)
∂ny

f(y) dsy +
∫
∂Ω+

G1(x, y)g(y) dsy,

where G1(x, y) is Green function of the anti-periodical problem 2.1 (problem 2.2):

G1(x, y) =
1
2

[GD(x, y) +GD(x, y∗) +GN (x, y)−GN (x, y∗)],

GD(x, y) - Green function of the Dirichlet problem, GN (x, y) - Green function of
the Neumann problem.

Theorem 2.4. Let k = 2, f(x) ∈ C1+λ(∂Ω+), g(x) ∈ Cλ(∂Ω+), 0 < λ < 1 and
the matching conditions (2.4), (2.5), (2.6) hold. Then for solvability of problem 2.1
(problem 2.2) it is necessary and sufficient fulfillment of the condition∫

∂Ω+

g(y) dsy = 0.
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If a solution exists, then it is unique with up to a constant and can be represented
as

u(x) = −
∫
∂Ω+

∂G2(x, y)
∂ny

f(y) dsy +
∫
∂Ω+

G2(x, y)g(y) dsy + const,

where G2(x, y) is Green function of the periodical problem, that is defined by the
equality:

G2(x, y) =
1
2

[GD(x, y)−GD(x, y∗) +GN (x, y) +GN (x, y∗)] + const.

Later we will conduct a full investigation of the questions of existence, uniqueness
and smoothness of solutions of problems 2.1 and 2.2, depending on the order of the
boundary operators within 0 < α ≤ 1. Moreover, for completeness of investigation,
we give proofs of some statements in the case α = 1.

3. Auxiliary statements

To investigate questions on solvability of the problems 2.1 and 2.2 we have to pro-
vide some properties of the operators Bα, Bα∗ and B−α. The following propositions
have been proved for the case 0 < α < 1 in [10], and for α = 1 in [4].

Lemma 3.1. Let function u(x) be harmonic in the domain Ω. Then
(1) for any α ∈ (0, 1] functions Bα[u](x), Bα∗ [u](x) are also harmonic in Ω;
(2) if α ∈ (0, 1), then the function B−α[u](x) is harmonic in Ω;
(3) if α = 1, then for u(0) = 0 the function B−1[u](x) is harmonic Ω.

Lemma 3.2. Let 0 < α ≤ 1, function u(x) be harmonic in the domain and con-
tinuous in Ω̄. Then, if Bα[u](x), Bα∗ [u](x) are continuous in the domain Ω̄, Then
the following equalities are true:

(1) for any α ∈ (0, 1),

B−α[Bα[u]](x) = Bα[B−α[u]](x) = u(x), x ∈ Ω, (3.1)

(2) for any α ∈ (0, 1),

Bα∗ [u](x) = B[u](x)− u(0)
Γ(1− α)

, x ∈ Ω.

(3) if α = 1, then

B−1[B1[u]](x) = u(x)− u(0), x ∈ Ω (3.2)

(4) if α = 1 and u(0) = 0, then

B1[B−1[u]](x) = u(x), x ∈ Ω.

Let v(x) and w(x) be solutions of the following problems:

∆v(x) = 0, x ∈ Ω,

v(x) = τ(x), x ∈ ∂Ω,
(3.3)

and
∆w(x) = 0, x ∈ Ω,

Bα[w](x) = µ(x), x ∈ ∂Ω.
(3.4)

The following propositions refer to the smoothness of the solution of the Dirichlet
problem (3.3) (see[3]).
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Lemma 3.3. Let λ > 0, λ - non-integer and τ(x) ∈ Cλ(∂Ω). Then a solution
of problem (3.3) exists, belongs to the class Cλ(Ω) and for any multi-index β =
(β1, β2, . . . , βn) with |β| > λ the following estimate is true:

|∂βv(x)| ≤ C(1− |x|)λ−|β|, (3.5)

where ∂βv(x) = ∂|β|v(x)

∂x
β1
1 ...∂xβnn

.

And the converse is also true.

Lemma 3.4. Let λ > 0, v(x) ∈ C2(Ω) ∩ C(Ω) and for any multi-index β =
(β1, β2, . . . , βn) with |β| > λ the inequality (3.5) holds. Then v(x) ∈ Cλ(Ω).

The following statement defines smoothness of a solution of probelem (3.4) (see
[24]).

Lemma 3.5. Let λ > 0, 0 < α < 1, µ(x) ∈ Cλ(∂Ω), λ and λ + α - non-
integer. Then a solution of the problem (3.4) exists, it is unique, belongs to the
class Cλ+α(Ω) and can be represented as

w(x) =
∫
∂Ω

Pα(x, y)µ(y) dsy,

where

Pα(x, y) =
1

Γ(α)

∫ 1

0

(1− s)α−1s−αP (sx, y)ds,

P (x, y) = 1
ωn

1−|x|2
|x−y|n - Poisson kernel of the Dirichlet problem (3.3).

Let us give a proposition about smoothness of the fractional derivative of the
Dirichlet problem.

Lemma 3.6. Let λ > α, 0 < α ≤ 1, λ and λ − α non-integer. Further, let
τ(x) ∈ Cλ(∂Ω), v(x) be a solution of the Dirichlet problem (3.3). Then Bα[v](x) ∈
Cλ−α(Ω).

Proof. Let v(x) be a solution of the problem (3.3). Introduce the function Bα[v](x)
in the form

Bα[v](x) =
rα

Γ(1− α)
d

dr

∫ r

0

(r − τ)−αv(τθ)dτ =
τ=rξ

=
rα

Γ(1− α)
d

dr
r1−α

∫ 1

0

(1− ξ)−αv(ξx)dξ

=
1

Γ(1− α)
rα[(1− α)r−α + r1−α d

dr
]
∫ 1

0

(1− ξ)−αv(ξx)dξ

=
1

Γ(1− α)
(r
d

dr
+ 1− α)

∫ 1

0

(1− ξ)−αv(ξx)dξ.

Denote

v1(x) =
∫ 1

0

(1− ξ)−αv(ξx)dξ.

Let β be a multi-index β = (β1, β2, . . . , βn) with |β| > λ + 1 − α. Since τ(x) ∈
Cλ(∂Ω), due to the lemma 3.3 v(x) ∈ Cλ(Ω) and

|∂βv(x)| ≤ C(1− |x|)λ−|β|.
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Then

|∂βv1(x)| ≤ C
∫ 1

0

(1− ξ)−αξ|β|(1− ξ|x|)λ−|β|dξ.

Represent the last integral in the form∫ 1

0

=
∫ |x|

0

+
∫ 1

|x|
= I1 + I2

and estimate I1.
We consider two cases:
(a) Let 1/2 ≤ |x| ≤ 1. Since for any ξ ∈ [0, |x|] inequalities 1− ξ|x| ≥ 1− ξ and

|ξ||β| ≤ 1 are true, it follows that

I1 ≤ C
∫ |x|

0

(1− ξ)λ−α−|β|dξ =
(1− ξ)λ+1−α−|β|

|β| − λ− 1 + α

∣∣|x|
0

=
1

|β| − λ− 1 + α
[(1− |x|)λ+1−α−|β| − 1] ≤ C(1− |x|)λ+1−α−|β|.

(b) Let |x| ≤ 1/2. In this case 1 − ξ|x| ≥ 1 − |x|2 ≥ 1 − 1
4 = 3

4 . Consequently,
I1 ≤ C, i.e. I1 is bounded. Thus, in general case

I1 ≤ C(1− |x|)λ+1−α−|β|.

Next we estimate integral I2. In this case for all ξ ∈ [|x|, 1] inequality 1− ξ|x| ≥
1− |x| holds, and, thus

(1− ξ|x|)λ−|β| ≤ (1− |x|)λ−|β|.

Then

I2 ≤ (1− |x|)λ−|β|
∫ 1

0

(1− ξ)−αdξ

= (1− |x|)λ−|β| (1− ξ)
1−α

1− α
∣∣1
|x|

=
(1− |x|)λ+1−α−|β|

1− α
.

Hence, for any multi-index β = (β1, β2, . . . , βn) with |β| > λ+ 1− α the inequality

|∂βv1(x)| ≤ C(1− |x|)λ+1−α−|β|

holds. The by lemma 3.4 v1(x) ∈ Cλ+1−α(Ω). Since

Bα[v](x) =
1

Γ(1− α)

(
r
d

dr
+ 1− α

)
v1(x),

then obviously, Bα[v](x) ∈ Cλ−α(Ω). The proof is complete. �

Lemma 3.7. Let τ(x) ∈ C(∂Ω) and v(x) be a solution of (3.3). If τ(x) has the
property

τ(x) = ±τ(x∗), x ∈ ∂Ω+,

then for any x ∈ Ω, we have v(x) = ±v(x∗).
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Proof. If τ(x) ∈ C(∂Ω), then a solution of (3.3) exists and can be represented as a
Poisson integral:

v(x) =
∫
∂Ω

P (x, y)τ(y) dsy. (3.6)

Using property of the function τ(x), the function (3.6) can be represented as
follows:

v(x) =
1
ωn

∫
∂Ω+

1− |x|2

|x− y|n
τ(y) dsy +

1
ωn

∫
∂Ω−

1− |x|2

|x− y|n
τ(y) dsy

=
1
ωn

∫
∂Ω+

1− |x|2

|x− y|n
τ(y) dsy +

1
ωn

∫
∂Ω+

1− |x|2

|x− y∗|n
τ(y∗) dsy

=
1
ωn

∫
∂Ω+

1− |x|2

|x− y|n
τ(y) dsy ±

1
ωn

∫
∂Ω+

1− |x|2

|x− y∗|n
τ(y) dsy

=
1
ωn

∫
∂Ω+

[
1− |x|2

|x− y|n
± 1− |x|2

|x− y∗|n
]τ(y) dsy.

Then for v(x∗) we have

v(x∗) =
1
ωn

∫
∂Ω+

[
1− |x∗|2

|x∗ − y|n
± 1− |x∗|2

|x∗ − y∗|n
]τ(y) dsy.

Further, since |x| = |x∗| and

|x∗ − y|2 =
n∑
j=1

(αjxj − yj)2 =
n∑
j=1

(α2
jx

2
j − 2αjxjyj + y2

j )2

=
n∑
j=1

(x2
j − 2αjxjyj + α2

jy
2
j )2

=
n∑
j=1

(xj − αjyj)2

= |x− y∗|2

then

v(x∗) =
1
ωn

∫
∂Ω+

[
1− |x∗|2

|x∗ − y|n
± 1− |x∗|2

|x∗ − y∗|n
]τ(y) dsy

= ± 1
ωn

∫
∂Ω+

[
1− |x|2

|x− y|n
± 1− |x|2

|x− y∗|n
]τ(y) dsy = v(x).

The proof is complete. �

4. Uniqueness of a solutions to problems 2.1 and 2.2

Theorem 4.1. If a solution of problem 2.1 exists, then
(1) when k = 1, 2 for all α ∈ (0, 1) the solution is unique;
(2) in the case α = 1 when k = 1 the solution is unique, and when k = 2 it is

unique up to a constant value.

Proof. Suppose that u(x) is a solution of the homogenous problem. Then due to
(2.2) we obtain

u(x) = (−1)ku(x∗), x ∈ ∂Ω+ (4.1)
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Let α ∈ (0, 1). Apply the operator Bα to the function u(x). Then by the lemma
3.1 function Bα[u](x) is harmonic in the domain Ω, and since

Bα[u](x)
∣∣
∂Ω

= RLD
α[u](x)

∣∣
∂Ω
,

and due to the boundary condition (2.3), it follows that

Bα[u](x) = −(−1)kBα[u](x∗), x ∈ ∂Ω+.

Further, since Bα[u](x) ∈ C(Ω), then from lemma 3.7 for any x ∈ Ω it follows that

Bα[u](x) = −(−1)kBα[u](x∗) (4.2)

Applying the operator B−α to the equality (4.2), and taking account equality
(3.1), we obtain

u(x) = B−α[Bα[u]](x)

= −(−1)kB−α[Bα[u]](x∗)

= −(−1)ku(x∗), x ∈ Ω.

i.e. for all x ∈ Ω, we have u(x) = −(−1)ku(x∗).
In particular, we get

u(x) = −(−1)ku(x∗), x ∈ ∂Ω. (4.3)

Comparing equalities (4.1) and (4.3) we have u(x) = 0 for x ∈ ∂Ω+; thus

u(x) = 0, x ∈ ∂Ω.

Then due to maximum principle for harmonic functions:

u(x) ≡ 0, x ∈ Ω.

Now let α = 1 and k = 1. Then from the boundary condition (2.2) we have
u(x) = −u(x∗), and from (3.2) and condition (2.3),

u(x)− u(0) = u(x∗)− u(0).

Consequently, u(x) = u(x∗); thus, u(x) = 0, x ∈ ∂Ω. Then

u(x) ≡ 0, x ∈ Ω.

If k = 2, then from condition (2.2) we obtain u(x) = u(x∗), and from the conditions
(3.2) and (2.3):

u(x)− u(0) = −[u(x∗)− u(0)].

Then
u(x) = 2u(0) ≡ const, x ∈ ∂Ω,

hence u(x) ≡ C, x ∈ Ω. The proof is complete. �

The following result can be proved analogously, as the above theorem.

Theorem 4.2. If a solution of problem 2.2 exists, then
(1) when k = 1 for all α ∈ (0, 1] the solution is unique;
(2) when k = 2 for all α ∈ (0, 1] the solution is unique up to constant item.



EJDE-2014/157 SOLVABILITY OF NONLOCAL BOUNDARY-VALUE PROBLEMS 9

5. Existence of a solution

Let a function Pα(x, y) be defined by

Pα(x, y) =

{
1

Γ(α)

∫ 1

0
(1− s)α−1s−αP (sx, y)ds, 0 < α < 1∫ 1

0
[P (sx, y)− 1]dss , α = 1

(5.1)

Theorem 5.1. Assume that in problem 2.1: f(x) ∈ Cλ+α(∂Ω+) and g(x) ∈
Cλ(∂Ω+), where 0 < λ < 1, 0 < α ≤ 1, λ and λ+ α - non-integer. Then

(1) if α ∈ (0, 1) and k = 1, 2, then a solution of the problem exists and is unique;
(2) if α = 1 , then for k = 1 a solution of the problem exists and is unique, and

for k = 2, for existence of a solution of the problem it is necessary any sufficient
the fulfillment of the condition: ∫

∂Ω+

g(y) dsy = 0, (5.2)

If a solution of the problem exists, then it is unique up to constant term;
(3) if a solution of the problem exists, then it belongs to the class Cλ+α(Ω̄), and

can be represented as follows:

u(x) =
1
2

∫
∂Ω+

[P (x, y)− (−1)kP (x, y∗)]f(y) dsy

+
1
2

∫
∂Ω+

[Pα(x, y) + (−1)kPα(x, y∗)]g(y) dsy.
(5.3)

Proof. We introduce the auxiliary functions:

v(x) =
1
2

(u(x)− (−1)ku(x∗)), w(x) =
1
2

(u(x) + (−1)ku(x∗)).

It is obvious, that u(x) = v(x) +w(x). Assuming, that u(x) is a solution of 2.1, we
find two problems, satisfied by v(x) and w(x). The function v(x) is a solution of
Dirichlet problem (3.3), and the function w(x) is a solution of the problem (3.4),
where

τ(x) =


1
2f(x), if x ∈ ∂Ω+

− (−1)k

2 f(x∗), if x ∈ ∂Ω−
(5.4)

and

µ(x) =


1
2g(x), if x ∈ ∂Ω+

(−1)k

2 f(x∗), if x ∈ ∂Ω−
(5.5)

Indeed, if x ∈ ∂Ω+, then

τ(x) ≡ v(x)
∣∣
∂Ω+

=
1
2

[u(x)− (−1)ku(x∗)]
∣∣
∂Ω+

=
f(x)

2
,

And if x ∈ ∂Ω−, then in this case x∗ ∈ ∂Ω+ and

τ(x) ≡ v(x)|∂Ω− = [u(x)− (−1)ku(x∗)]

= − (−1)k

2
[u(x∗)− (−1)ku(x)] = −(−1)k

f(x∗)
2

.

Thus, a function τ(x) is defined by equality (5.4).
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Further,

Bα[w](x) =
1
2

[Bα[u](x) + (−1)kBα[u](x∗)],

and, hence

Bα[w](x)|∂Ω+ =
1
2
g(x),

Bα[w](x)|∂Ω− = (−1)k
g(x∗)

2
.

i.e. for the function µ(x) we obtain equality (5.5).
If τ(x) ∈ Cλ+α(∂Ω), then for any α ∈ (0, 1] a solution of the Dirichlet prob-

lem (3.3) exists, belongs to the class v(x) ∈ Cλ+α(Ω) and is represented as (3.6).
Further, since for τ(y) equality (5.4) holds, then

v(x) =
1
ωn

∫
∂Ω+

1− |x|2

|x− y|n
τ(y) dsy +

1
ωn

∫
∂Ω−

1− |x|2

|x− y|n
τ(y) dsy

=
1

2ωn

∫
∂Ω+

1− |x|2

|x− y|n
f(y) dsy −

(−1)k

2ωn

∫
∂Ω−

1− |x|2

|x− y|n
f(y∗) dsy

=
1

2ωn

∫
∂Ω+

1− |x|2

|x− y|n
f(y) dsy −

(−1)k

2ωn

∫
∂Ω+

1− |x|2

|x− y∗|n
f(y) dsy

=
1
2

∫
∂Ω+

[P (x, y)− (−1)kP (x, y∗)]f(y) dsy.

Let 0 < α < 1. By lemma 3.5 when µ(y) ∈ Cλ(∂Ω) a solution of problem (3.4)
exists, belongs to the class Cλ+α(Ω) and is represented in the form

w(x) =
∫
∂Ω

Pα(x, y)µ(y) dsy.

Then, using the representation of the function µ(y), we have

w(x) =
∫
∂Ω

Pα(x, y)µ(y) dsy

=
1
2

∫
∂Ω+

Pα(x, y)g(y) dsy +
(−1)k

2

∫
∂Ω−

Pα(x, y)g(y∗) dsy

=
1
2

∫
∂Ω+

[Pα(x, y) + (−1)kPα(x, y∗)]g(y) dsy.

Thus, in the case 0 < α < 1, k = 1, 2 for a solution of the problem 2.1 representation
(5.3) holds. Now let α = 1. In this case the problem (3.4) is the Neumann problem
and for the existence of a solution of this problem it is necessary and sufficient
fulfillment of the condition: ∫

∂Ω

µ(y) dsy = 0. (5.6)

If k = 1, then due to the equality (5.5),∫
∂Ω

µ(y) dsy =
1
2

∫
∂Ω+

g(y) dsy −
1
2

∫
∂Ω−

g(y∗) dsy

=
1
2

∫
∂Ω+

g(y) dsy −
1
2

∫
∂Ω+

g(y) dsy = 0;
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i.e. in this case condition of solvability (5.6) always holds, hence a solution of
problem (3.4) exists. If k = 2, then∫

∂Ω

µ(y) dsy =
1
2

∫
∂Ω+

g(y) dsy +
1
2

∫
∂Ω−

g(y∗) dsy =
∫
∂Ω+

g(y) dsy,

and then condition on solvability of Neumann problem (5.6) can be rewritten in the
form (5.3). It is known [7, 8], that a solution of the Neumann problem is represented
as follows:

w(x) =
∫
∂Ω

P1(x, y)µ(y) dsy + C (5.7)

where

P1(x, y) =
∫ 1

0

[P (sx, y)− 1]
ds

s
.

Further, using representation of the function µ(x), function (5.7) is easy reduced
to the form

w(x) =
∫
∂Ω+

[P1(x, y)− P1(x∗, y)]g(y) dsy + C. (5.8)

Note, that if x∗ = (−x1, α2x2, . . . , αnxn), then

(x∗)∗ = (x1, x2, . . . , xn) = x.

Then

w(x∗) =
1
2

(u(x∗) + (−1)ku(x∗∗))

=
1
2

((−1)ku(x) + u(x∗))

=
(−1)k

2
(u(x) + (−1)ku(x∗)) = (−1)kw(x).

Thus, when k = 1 the function w(x) has the symmetric property

w(x) = −w(x∗), x ∈ Ω.

For the function (5.8) this is possible, only when C = 0.
Hence, when k = 1 for a solution of problem 2.1 we obtain representation (5.3).

If k = 2, then w(x) = w(x∗), x ∈ Ω. In this case the solution of Problem 2.1 is
unique up to a constant term and the representation (5.3) holds. The theorem is
proved. �

Let a function P ∗α(x, y) be defined by

P ∗α(x, y) =

{
1

Γ(α)

∫ 1

0
(1− s)α−1s−α[P (sx, y)− 1]ds, 0 < α < 1∫ 1

0
s−1[P (sx, y)− 1]ds, α = 1

(5.9)

The following proposition can be proved analogously to the above theorem.

Theorem 5.2. In problem 2.2 let 0 < α ≤ 1, f(x) ∈ Cλ+α(∂Ω+), g(x) ∈ Cλ(∂Ω+),
0 < λ < 1, λ and λ+ α - non-integer. Then

(1) if k = 1 a solution of the problem exists and unique;
(2) if k = 2 then for solvability of the problem it is necessary any sufficient

fulfillment of the condition (5.2). If a solution exists, then it is unique up to constant
term;
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(3) if a solution of the problem exists, then it belongs to the class Cλ+α(Ω̄), and
can be represented as:

u(x) =
1
2

∫
∂Ω+

[P (x, y)− (−1)kP (x, y∗)]f(y) dsy

+
1
2

∫
∂Ω+

[P ∗α(x, y) + (−1)kP ∗α(x, y∗)]g(y) dsy.
(5.10)

6. Examples

Example 6.1. Let n = 2, a2 = −1, k = 1. Then in problem 2.1 we obtain the
boundary value conditions:

u(1, ϕ) + u(1, ϕ+ π) = f(ϕ), 0 ≤ ϕ ≤ π,
Bα[u](1, ϕ)−Bα[u](1, ϕ+ π) = g(ϕ), 0 ≤ ϕ ≤ π.

By the theorem 5.1, problem 2.1 has a unique solution, which can be represented
as follows

u(x) =
1

4π

∫ π

0

[P (r, ϕ− θ) + P (−r, ϕ− θ)]f(θ) dθ

+
1

4π

∫ π

0

[Pα(r, ϕ− θ)− Pα(−r, ϕ− θ)]g(θ) dθ.

In [21], an explicit form of the function (5.1) was obtained:

Pα(r, γ) = 2Γ(1− α)
(cos[(1− α) arctan r sin γ

1−r cos γ ]

(1− 2r cos γ + r2)
1−α

2

− 1
2

)
.

Then a solution of the problem has the form:

u(x) =
1

2π

∫ π

0

1− r4

1− 2r2 cos 2(ϕ− θ) + r4
f(θ) dθ

+
Γ(1− α)

2π

∫ π

0

cos[(1− α) arctan r sin(ϕ−θ)
1−r cos(ϕ−θ) ]

(1− 2r cos(ϕ− θ) + r2)
1−α

2

g(θ) dθ

− Γ(1− α)
2π

∫ π

0

cos[(1− α) arctan r sin(ϕ−θ)
1+r cos(ϕ−θ) ]

(1 + 2r cos(ϕ− θ) + r2)
1−α

2

g(θ) dθ.

Example 6.2. Let n = 2, a2 = 1, k = 2. In this case, the boundary conditions of
the problem 2.2 have the form

u(1, ϕ)− u(1, 2π − ϕ) = f(ϕ), 0 ≤ ϕ ≤ π,
Bα∗ [u](1, ϕ)−Bα∗ [u](1, 2π − ϕ) = g(ϕ), 0 ≤ ϕ ≤ π.

By Theorem 5.2 for the solvability of the considered problem it is necessary and
sufficient fulfillment of the condition

∫ π
0
g(θ) dθ = 0. The problem has a unique

solution up to a constant, which is represented in the form (5.10). As in Example
6.1 one can construct the explicit form of the function (5.9), and then the solution
has the form:

u(x) =
1

2π

∫ π

0

[ 1− r2

1− 2r cos(ϕ− θ) + r2
− 1− r2

1− 2r cos(ϕ+ θ) + r2

]
f(θ) dθ
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+
Γ(1− α)

2π

∫ π

0

cos[(1− α) arctan r sin(ϕ−θ)
1−r cos(ϕ−θ) ]

(1− 2r cos(ϕ− θ) + r2)
1−α

2

g(θ) dθ

+
Γ(1− α)

2π

∫ π

0

cos[(1− α) arctan r sin(ϕ+θ)
1−r cos(ϕ+θ) ]

(1− 2r cos(ϕ+ θ) + r2)
1−α

2

g(θ) dθ.

Conclusion. In this paper questions about solvability of some nonlocal boundary-
value problems for the Laplace equation are studied. Boundary conditions are given
in the form of periodic or anti-periodic conditions, i.e. values of the function and
values of the fractional derivative in the upper part of the boundary are associated
with the values of these functions in the bottom part of the boundary. Theorems on
existence and uniqueness of solutions are proved, and conditions for solvability of
the investigated problems are established. Moreover, in the Holder class the order
of smoothness of the solution are studied depending on the order of the boundary
operator.
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