FIXED SET THEOREMS FOR DISCRETE DYNAMICS AND NONLINEAR BOUNDARY-VALUE PROBLEMS
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Abstract. We consider self-mappings of Hausdorff topological spaces which map compact sets to compact sets and establish the existence of invariant (fixed) sets. The fixed set results are used to provide fixed set analogues of well-known fixed point theorems. An algorithm is employed to compute the existence of fixed sets which are self-similar in a generalized sense. Some numerical examples are given. The utility of the abstract result is further illustrated via the study of a boundary value problem for a system of differential equations.

1. Introduction

Suppose \((M, d)\) is a complete metric space, and
\[ f_i : M \to M, \quad i = 1, 2, \ldots, n, \]
are contraction mappings. It follows from the contraction mapping principle (Banach fixed point theorem) (see e.g. [2, 8, 4]) that each \(f_i\) has a unique fixed point. If we consider the function system
\[ F(X) := \bigcup_{i=1}^{n} f_i(X), \quad X \subseteq M, \]
then a theorem of Hutchinson [10] (see also [1, 2, 16]) says that if we restrict \(F\) to \(H\), the collection of nonempty, compact subsets of \(M\) endowed with the Hausdorff metric (more details and definitions are given in Section 6 below), then \(F\) is a contraction mapping on a complete metric space and hence has a unique fixed point (set) in \(H\). That is, there exists a nonempty, closed, and bounded set \(B \subseteq M\) such that
\[ F(B) = \bigcup_{i=1}^{n} f_i(B) = B. \]
Notice that \(B\) is the union of images of itself; should the set-up be such that each \(f_i\) is a similarity transformation, one concludes that \(B\) is the union of sets similar to itself. Since, for contraction mappings, the unique fixed point may be computed using an iteration scheme, Hutchinson’s theorem has given rise to the computation of self-similar sets using iterated function systems. This has been used effectively for the representation and computation of many fractal sets (again, see [1, 16]).
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In the following sections, we will develop an extension of Hutchinson’s theorem for mappings which take compact subsets of Hausdorff topological spaces (see [11]) to compact subsets of these spaces. More precisely we shall discuss the following result and variants thereof.

**Theorem 1.1.** Let \( M \) be a Hausdorff topological space and let \( F \) be a mapping \( F : C \to C \), where
\[
C := \{ A \subseteq M : A \text{ is compact, } A \neq \emptyset \},
\]
and \( F \) is a monotone mapping; i.e.,
\[
F(A) \subseteq F(B), \quad \text{whenever } A \subseteq B, \ A, B \in C.
\]
If there exists \( A \in C \) such that \( F(A) \subseteq A \), then there exists \( B(\subseteq A) \in C \) such that \( F(B) = B \);

i.e., there exists a nonempty compact set \( B \) which is a fixed set for \( F \).

**Remark 1.2.** Note that in the above theorem, it is not required that \( F \) satisfy any continuity properties, except that it map compact sets to compact sets.

As a special case of this result we have the following result.

**Theorem 1.3.** Suppose \( M \) is a Hausdorff topological space and
\[
f_i : M \to M, \ i = 1, 2, \ldots, n,
\]
is a collection of continuous functions. If there exists a nonempty compact set \( C \subseteq M \) such that
\[
f_i(C) \subseteq C, \quad i = 1, 2, \ldots n,
\]
then there exists a nonempty compact set \( B \subseteq C \subseteq M \) such that
\[
F(B) := \bigcup_{i=1}^{n} f_i(B) = B. \quad (1.2)
\]

**Remark 1.4.** In the above result, the requirement that each \( f_i \) be a continuous function, may be replaced by the requirement that each \( f_i \) be a mapping of the type given in Theorem 1.1. The fixed set given by these theorems may, however, not be unique.

We further develop an iteration scheme that ‘converges’ to the fixed sets given by the theorem in an interesting way. The sets computed show a fractal-like structure.

There exists a scattered set of results of this type guaranteeing the existence of sets which are fixed sets for such mappings. We shall cite several of those as illustrative examples of Theorem 1.1 below. Our purpose also is to give a partial survey of fixed set results and show how iteration schemes may be devised to generate fixed sets which have self-similarity properties as discussed above. For \( n = 1 \), the result, Theorem 1.1 is stated as Exercise 13, page 84 of [4] and was previously used in [3] as communicated to us by Professor R. Cain in [5]. Fixed set theorems of the above type have found applications in various disciplines, see, e.g., [19], where applications to interval arithmetic are given, and [13], where applications to economics and game theory are discussed. The requirement that the underlying topological space be a Hausdorff space may be relaxed and more general theorems may be obtained. For such results we refer the interested reader to the notes by Ok [15], where many interesting and related fixed point theorems (e.g. the Theorem of Abian-Brown) are developed.
The paper is organized as follows. We first give a couple of examples to show that there are $T_1$ topological spaces and mappings satisfying the assumptions of Theorem 1.1, which, however, may have a fixed compact set or not. We then proceed to give a proof of Theorem 1.1 using the Axiom of Choice. Next we provide an alternate and constructive proof of Theorem 1.3. Many of the standard fixed point theorems (such as Brouwer's and Schauder's) have obvious fixed set analogues; several of such are given. Using the constructive approach to the proof of Theorem 1.3 algorithms may be devised to compute fixed sets (in fact the iteration schemes given yield fixed sets for any initial choice for the scheme). We provide three examples of computations. In the final section of the paper we illustrate the use of the abstract result, Theorem 1.1, by using it to study a boundary value problem given by a system of second order ordinary differential equations subject to Dirichlet boundary conditions. The example studied also suggests avenues for the study of more general boundary value problems for nonlinear elliptic partial differential equations.

2. Why Hausdorff spaces?

The question arises whether it is necessary to assume that the topological space $M$ be a Hausdorff space, in order to have Theorem 1.1 hold for a function $f : M \to M$ or whether weaker separation assumptions suffice. Below we give two examples which illustrate that there are $T_1$ spaces in which functions exist which satisfy our assumptions, yet which do not leave any compact set fixed, and also that there are $T_1$ spaces in which the theorem holds.

2.1. Example. In the following we let $\mathbb{N} := \{1, 2, 3, \ldots\}$,

$$\Upsilon := \{\emptyset\} \cup \{A \subseteq \mathbb{N} : A^c \text{ is finite}\}$$

(here for a given set $A$ the set $A^c$ is the complement of $A$). We easily see that $(\mathbb{N}, \Upsilon)$ is a topological space; it has the following properties:

**Proposition 2.1.**

1. $(\mathbb{N}, \Upsilon)$ is a $T_1$ space (points are closed), but it is not a $T_2$ (Hausdorff) space.
2. The closed subsets are $\mathbb{N}$ and all finite subsets.
3. If $A \subseteq \mathbb{N}$ is not finite, then $\overline{A} = \mathbb{N}$.
4. No two non-empty open subsets of $\mathbb{N}$ are disjoint.
5. Every subset of $\mathbb{N}$ is compact.
6. $f : \mathbb{N} \ni n \mapsto n + 1 \in \mathbb{N}$ is a continuous function.
7. $f(A) \subseteq A$, if and only if, $A$ is inductive; i.e.,

$$A = \{n : n \geq k \text{ for some } k \in \mathbb{N}\}.$$  

8. If $A$ is a nonempty subset of $\mathbb{N}$, then $f(A) \neq A$.

We leave the proof to the reader, but we remark that all inductive subsets of $\mathbb{N}$ are mapped into themselves by the function $f$, yet there is no fixed set for $f$.

2.2. Example. Let $X_0 = (0, 1]$, $P = \{p, q\}$, where $p, q \in \mathbb{R}^2$ are given by $p = (0, 1)$, $q = (0, -1)$. Finally let $X = X_0 \cup P$. For $x \in X$ we define neighborhoods as follows:

$$x \in X_0, \quad U(x) := \{(x - \epsilon, x + \epsilon) \cap X_0 : \epsilon > 0\},$$

$$x \in P, \quad U(x) := \{\{x\} \cup (0, \epsilon) : \epsilon > 0\},$$
and let $\Upsilon$ be the topology generated by these neighborhoods. One verifies that $(X, \Upsilon)$ is a $T_1$ space (points are closed) and except for the points $p$ and $q$ all points may be separated by neighborhoods (hence, the space is “almost” a $T_2$ space).

**Remark 2.2.**
1. $X$ is a compact space with respect to the topology $\Upsilon$.
2. $X_0$, with respect to the relative topology may be identified with $(0, 1] \subset \mathbb{R}$ with respect to the relative topology induced by the topology of $\mathbb{R}$.
3. For $x = p$ or $x = q$ the space $X_0 \cup \{x\}$ may be identified with $[0, 1] \subset \mathbb{R}$ with its “usual” topology.

**Proposition 2.3.** A set $A \subseteq X$ is compact, if and only if, $A \cap X_0$ is closed in $X_0$ and either
- $A \cap X_0$ is compact; or
- $A \cap X_0$ is not compact, but $A \cap P \neq \emptyset$.

For $x = p$ or $x = q$ the set $X_0 \cup \{x\}$ is compact but not closed (note that $q \in \overline{X_0 \cup \{p\}}$).

We again leave the proof to the reader. The main fact of this section is as follows.

**Proposition 2.4.** Let $f : X \to X$ be a continuous function. Then there exists a compact set $K \subseteq X$ such that $f(K) = K$.

**Proof.** If $f(P) \subseteq P$, then either $f(p) = p$, or $f(p) = q$. In the first case $p$ is a fixed point, hence a fixed set and in the second, either $f(q) = q$ or $f(q) = p$. Thus, in any case, either $f$ has a fixed point or the fixed set $P$. If $P$ is not mapped into itself by $f$, then $f(p) = a \in (0, 1]$. It follows that $f(q) = a$, as well, and
$$\lim_{x \to 0^+} f(x) = a.$$ If $f(1) < 1$, then by continuity, there must exist $x \in (0, 1)$ such that $f(x) = x$. If $f(1) = 1$, then $1$ is a fixed point for $f$. Hence again, in either case, $f$ has a fixed point and consequently a fixed set. $\square$

3. Proofs

3.1. **Proof of Theorem 1.1**

**Proof.** Let $\mathcal{C}$ be the collection of all nonempty compact subsets of $\mathbb{M}$ and let $\mathcal{C}$ the subcollection of $\mathcal{C}$ such that
$$F(B) \subseteq B, \quad \forall B \in \mathcal{C}.$$ Then, by hypothesis, the collection $\mathcal{C}$ is not empty. We partially order $\mathcal{C}$ as follows
$$C_1 \prec C_2 \iff C_2 \subseteq C_1, \quad C_1, C_2 \in \mathcal{C}.$$ According to the Hausdorff maximal principal (equivalently Zorn’s lemma) (see [11, 17]), there exists a maximal linearly ordered subcollection $\{B_\alpha : \alpha \in I\}$, where $I$ is an index set. We let
$$B = \cap_{\alpha \in I} B_\alpha.$$ Then, since $B_\alpha$ is compact $\forall \alpha \in I$ and the subcollection is linearly ordered, it follows that $B$ is nonempty and compact (the space $\mathbb{M}$ is a Hausdorff topological
space! On the other hand, since $F(B_\alpha) \subseteq B_\alpha$ for all $\alpha \in I$, we have that $F(B) \subseteq B$ and hence,
$$F(F(B)) \subseteq F(B) \subseteq B,$$
(recall that $F$ is a monotone mapping). Also, $F(B)$ is compact; hence, by the maximality of the subcollection, it must be the case that $F(B) = B$. \hfill $\square$

3.2. **Proof of Theorem 1.3**

Proof. We note that, since each $f_i$, $i = 1, \ldots, n$, is a continuous function, it maps compact sets into compact sets, and for each compact subset $A$ of $\mathbb{M}$
$$F(A) = \bigcup_{i=1}^n f_i(A)$$
is a compact set. We hence may apply Theorem 1.1 to complete the proof. \hfill $\square$

3.3. **An alternate proof of Theorem 1.3**. We next provide a proof of Theorem 1.3 that is constructive, and hence provides us with insight into the nature of the fixed sets.

The following two lemmas are both consequences of the fact that a continuous function maps compact sets into compact sets.

**Lemma 3.1.** Let $f_i$, $i = 1, \ldots, n$, and $F$ be as in Theorem 1.3. If $\{S_j\}$ is a nested sequence of nonempty compact sets, then
$$F(\cap_{j=1}^\infty S_j) = \bigcap_{j=1}^\infty F(S_j).$$

Proof. If $y \in F(\cap_{j=1}^\infty S_j)$, then there exists $x \in \cap_{j=1}^\infty S_j$ such that $y \in F(x)$. Hence $y \in F(S_j)$, $j = 1, 2, 3, \ldots$; i.e., $y \in \cap_{j=1}^\infty F(S_j)$, and therefore $F(\cap_{j=1}^\infty S_j) \subseteq \cap_{j=1}^\infty F(S_j)$. If $y \in \cap_{j=1}^\infty F(S_j)$, then, for each $j = 1, 2, 3, \ldots$, there exists $i_j$, $1 \leq i_j \leq n$ and $x_{j,i_j} \in S_j$ such that $f_i_j(x_{j,i_j}) = y$. Consider the sequence $\{x_{j,i_j}\}$. Since the sequence $\{S_j\}$ is a nested sequence, the sequence is contained in $S_1$. Since $S_1$ is a compact set, $\{x_{j,i_j}\}$ must have a cluster point $x \in S_1$. It is now an easy argument to conclude that, in fact, $x \in \cap_{j=1}^\infty S_j$ and there exists $i_j$ such that $f_{i_j}(x) = y$. Therefore $y \in f_i(\cap_{j=1}^\infty S_j)$, $y \in F(\cap_{j=1}^\infty S_j)$, and $\cap_{j=1}^\infty F(S_j) \subseteq F(\cap_{j=1}^\infty S_j)$.

We shall also need the following lemma.

**Lemma 3.2.** Let $F$ be as above. If $S \subseteq \mathbb{M}$ is such that $\neg S$ is compact, then $F(\neg S) = \neg F(S)$.

Proof. A continuous function maps compact sets into compact sets, so $F(\neg S) = \bigcup_{i=1}^n f_i(\neg S)$ is the union of compact sets and hence compact. Compact sets are closed, so $F(\neg S) = \neg F(S)$. It is clear that $F(S) \subseteq F(\neg S)$, and therefore $F(S) \subseteq F(\neg S)$.

If $x \in S$, then $F(x) \subseteq F(\neg S)$. If $x \in \neg S \setminus S$, then $x$ is a limit point of $S$. A continuous function maps limit points into limit points, so $F(x)$ is a collection of limit points of $F(S)$. Therefore $F(x) \subseteq F(\neg S)$ for all $x \in \neg S$, and $F(\neg S) \subseteq F(\neg S)$. \hfill $\square$

We are now ready to reprove Theorem 1.3.

Proof. Suppose $A$ is a compact subset of $C$. We define
$$B_n := \bigcup_{i=n}^\infty f_i(A), \quad B := \cap_{n=1}^\infty B_n.$$We claim that $B \neq \emptyset$. Since closed subsets of compact sets are compact, it follows that $B_n \subseteq C$ is compact for $n = 1, 2, \ldots$. It is clear that
$$B_1 \supseteq B_2 \supseteq \ldots B_n \supseteq \ldots.$$
Further, since the intersection of a nested sequence of nonempty compact sets is nonempty (the space is a Hausdorff space!), we conclude that
\[ \cap_{n=1}^{\infty} B_n = B \neq \emptyset. \]

The following shows that \( F(B) = B \).
\[
F(B) = F(\cap_{n=1}^{\infty} \cup_{i=n}^{\infty} F^i(A)) \\
= \cap_{n=1}^{\infty} F(\cup_{i=n}^{\infty} F^i(A)) \quad \text{(by Lemma 3.1)} \\
= \cap_{n=1}^{\infty} F(\cup_{i=n}^{\infty} F^i(A)) \quad \text{(by Lemma 3.2)} \\
= \cap_{n=1}^{\infty} \cup_{i=n}^{\infty} F^i(A) \\
= \cap_{n=1}^{\infty} \cup_{i=n+1}^{\infty} F^i(A) = B.
\]

\[ \square \]

**Remark 3.3.** In the above proof we have shown, that for any compact subset \( A \subseteq C \), the set \( B \), defined above (called the \( \omega \) limit set of \( A \) with respect to \( F \) in the theory of dynamical systems, see, e.g., [9]) defines a fixed set for the mapping \( F \). If it is the case that \( B \subseteq A \) (e.g., if \( A = C \)), then it is the case that
\[ B = \cap_{n=1}^{\infty} F^n(A). \]

**Proof.** Since \( F^n(B) = B, n = 1, \ldots \), it follows that \( B \subseteq F^n(A), n = 1, 2, \ldots \), and hence
\[ B \subseteq \cap_{n=1}^{\infty} F^n(A). \]
However,
\[ F^n(A) \subseteq \cup_{i=n}^{\infty} F^i(A) \subseteq B_n, \]
for \( n = 1, 2, \ldots \). Hence,
\[ \cap_{n=1}^{\infty} F^n(A) \subseteq \cap_{n=1}^{\infty} B_n = B. \]
\[ \square \]

**Remark 3.4.** In the particular case that \( A = C \), we have that
\[ \cdots \subseteq F^{i+1}(C) \subseteq F^i(C) \subseteq \cdots \subseteq F(C) \subseteq C, \]
and hence we need to compute the asymptotic behavior (as \( n \to \infty \)) of \( F^n(C) \), whereas, if \( B \subseteq A \), then the asymptotic behavior of \( \cap_{i=1}^{n} F^i(A) \) will determine the limit set \( B \).

4. Results motivated by fixed point theorems

Fixed point theorems offer important tools in the study of nonlinear equations, be they algebraic, differential, or integral equations (see [8]). We state here, for comparison, Brouwer’s and Schauder’s fixed point theorems and conclude with a theorem of Krasnosel’skii and related fixed point theorems and provide some fixed set analogues of these (see again [8]).

For finite dimensional spaces, we have Brouwer’s fixed point theorem:

**Theorem 4.1.** Let \( B \subset \mathbb{R}^N \) be a nonempty compact convex set (or a set homeomorphic to such) and let \( f : B \to B \) be a continuous function. Then \( f \) has a fixed point in \( B \); i.e., there exists \( x \in B \) such that \( f(x) = x \).

The fixed set analogue is given by:
Theorem 4.2. Let $B \subset \mathbb{R}^N$ be a nonempty compact set and let $f : B \to B$ be a continuous function. Then $f$ has a fixed set in $B$; i.e., there exists a compact set $A \subset B$ such that $f(A) = A$.

For infinite dimensional spaces we have Schauder’s fixed point theorem:

Theorem 4.3. Let $E$ be a Banach space and let $B \subset E$ be a nonempty compact convex set (or a set homeomorphic to such). Assume $f : B \to B$ is a continuous function. Then $f$ has a fixed point in $B$; i.e., there exists $x \in B$ such that $f(x) = x$.

Its fixed set analogue is given by:

Theorem 4.4. Let $E$ be a Banach space and let $B \subset E$ be a nonempty compact set: Assume $f : B \to B$ is a continuous function. Then $f$ has a fixed set in $B$; i.e., there exists a compact set $A \subset B$ such that $f(A) = A$.

A mapping $f : E \to E$ is called compact if it maps bounded sets into sets with compact closure; it is called completely continuous if it is both continuous and compact. For such mappings we have the following version of Schauder’s fixed point theorem:

Theorem 4.5. Let $E$ be a Banach space and let $B \subset E$ be a nonempty closed and bounded convex set (or a set homeomorphic to such). Assume $f : B \to B$ is a completely continuous function. Then $f$ has a fixed point in $B$; i.e., there exists $x \in B$ such that $f(x) = x$.

A fixed set analogue is the following result:

Theorem 4.6. Let $E$ be a Banach space and let $B \subset E$ be a nonempty closed and bounded set. Assume $f : B \to B$ is a completely continuous mapping. Then $f$ has a fixed compact set in $B$.

Proof. Since $f$ is a compact mapping, it follows that $\overline{f(B)} \subset B$ is a compact set. We also have that

$$f : \overline{f(B)} \to \overline{f(B)}$$

and hence, by Theorem 1.1, $f$ has a fixed compact set in $\overline{f(B)}$. □

A fixed point theorem due to Krasnosel’skii is the following:

Theorem 4.7. Let $E$ be a Banach space and let $B \subset E$ be a nonempty closed and bounded convex set. Assume

$$f_1(B) + f_2(B) \subseteq B,$$

where $f_1$ is a contraction mapping and $f_2$ is a completely continuous function. Then $f := f_1 + f_2$ has a fixed point in $B$, i.e., there exists $x \in B$ such that $f(x) = x$.

A fixed set analogue of this result has been considered by Ok in [14] (see also [13]). We state here one such possible version.

Theorem 4.8. Let $E$ be a Banach space and let $B \subset E$ be a nonempty closed and bounded set. Assume

$$f_1(B) + f_2(B) \subseteq B,$$  \hspace{1cm} (4.1)

where $f_1$ is a contraction mapping and $f_2$ is a completely continuous function. Then, $f$, defined by

$$f(X) := f_1(X) + f_2(X), \hspace{1cm} X \subseteq B,$$
has a fixed set in $B$, i.e., there exists a set $A \subset B$ such that
$$f(A) = f_1(A) + f_2(A) = A.$$

**Proof.** Since $f_1$ is a contraction mapping, for any fixed $z \in B$, $f_1 + f_2(z)$ is a contraction mapping, as well. Because of (4.1),
$$f_1 + f_2(z) : B \to B;$$
hence, if we let id denote the identity mapping, then, since the mapping
$$id - f_1 : E \to E$$
is continuous bijective with a continuous inverse, the mapping
$$h := (id - f_1)^{-1} f_2 : B \to B,$$
being the composition of a continuous with a completely continuous mapping, is completely continuous and satisfies $h(B) \subseteq B$. It follows from Theorem 4.6 that there exists a nonempty compact set $K \subseteq B$ such that
$$h(K) = K. \quad (4.2)$$
From which, we conclude that
$$K \subseteq f(K) = f_1(K) + f_2(K)$$
and, since $K \subseteq B$, $f(K) \subseteq f(B)$. Hence, for $n, m = 2, 3, \ldots,$
$$K \subseteq f(K) \subseteq \cdots \subseteq f^n(K) \subseteq \cdots \subseteq f^m(B) \subseteq \cdots \subseteq f(B) \subseteq B. \quad (4.3)$$
We therefore obtain that
$$\bigcup_{n=1}^\infty f^n(K) =: C \subseteq \bigcap_{n=1}^\infty f^n(B).$$
It follows from (4.3) that $f(C) \subseteq C$, and hence, since $f$ is a monotone mapping,
$$f^n(K) \subseteq f^n(C) \subseteq f(C), \quad n = 1, 2, \ldots,$$
and consequently $C \subseteq f(C)$; i.e. $C$ is a fixed set for $f$.
We note immediately that $f_1$ may be replaced by any continuous function with the property that $id - f_1 : E \to E$ be bijective having a continuous inverse and
$$(id - f_1)^{-1} f_2 : B \to B.$$ The proof above uses arguments, as originally used by Kransošel’skiĭ (see also [13]).

**Remark 4.9.** Theorem 4.7 still holds if we replace (4.1) by the more general condition
$$(f_1 + f_2)(B) \subseteq B$$
(see e.g. [8]). Whether or not an analogue like Theorem 4.8 may be obtained under such a hypothesis, is an open question. Also it is not known what the topological properties of the fixed set $C$ are.

**Remark 4.10.** We note that more general fixed set theorems may be obtained by replacing in a suitable manner the functions used above by function systems as in Theorem 1.3.
5. A THEOREM ON PERIODIC POINTS

The next example concerns a problem posed by Stefanov [18]; its solution was published in [6]. We present here a solution using an argument based on Theorem 1.1 and on [6].

**Theorem 5.1.** Let \( \mathbb{M} \) be a countable compact Hausdorff topological space and let \( f: \mathbb{M} \to \mathbb{M} \) be a continuous mapping. Then there exists \( p \in \mathbb{M} \) and \( m \in \{1, 2, 3, \ldots\} \) such that
\[
f^m(p) = p;
\]
i.e., \( f \) has a periodic point.

**Proof.** Choose \( x \in \mathbb{M} \) and denote by \( A(x) \) the orbit of \( x \) under \( f \); i.e.,
\[
A(x) := \{x, f(x), f^2(x), f^3(x), \ldots\}.
\]
If \( A(x) \) is a finite set, \( x \) is a periodic point for \( f \). If \( A(x) \) is not finite, then \( B(x) \), the set of all cluster points of \( A(x) \) is not empty and is a compact set. Furthermore, it is the case that
\[
f(B(x)) \subseteq B(x).
\]
Hence, it follows from Theorem 1.1 that there exists a compact set \( K \subseteq B(x) \) such that \( f(K) = K \). It also follows from the proof of Theorem 1.1 (in particular the Hausdorff maximal principal) that the set \( K \) is minimal, in the sense that if \( A \subseteq K \) is a compact set such that \( f(A) \subseteq A \), then \( A = K \). It follows from [12, Theorem 6.5], that \( K \) must have an isolated point, say \( y \). If \( y \) is a periodic point, then the proof is complete. If \( y \) is not a periodic point for \( f \), then \( B(y) \neq \emptyset \), and hence, \( B(y) \) is a proper subset of \( K \). On the other hand, if \( f(B(y)) \subseteq B(y) \), contradicting the minimality of \( K \), as described above.

We note that, since the point set determined by a periodic orbit of \( f \) is invariant under the mapping \( f \), it must be the case that \( K \) is, in fact, the point set of a periodic orbit of \( f \). \( \square \)

6. NUMERICAL EXAMPLES

The iteration scheme laid out by Hutchinson in [10] has led to the computation of many beautiful self-similar sets (see [1, 16]). Most of these constructions have consisted of affine linear contraction mappings in the plane, although Hutchinson’s theorem applies to any function system defined by finitely many contraction mappings. The proof of Theorem 1.3 is constructive in nature, so the question arises if there a similar algorithm to compute the fixed sets of the functions described in the theorem. Unfortunately, we have no such algorithm, but we do have a simple iteration scheme that may give a “glimpse into the nature” of the fixed sets given by the theorem. For this purpose we will assume that we are working in a complete metric space.

First, we will need to make precise what we mean by the distance between two (closed and bounded) sets. For a more detailed development and proofs of the remarks see [11, 10, 16].

**Definition 6.1.** Suppose \( A, B \) are in \( \mathcal{H} \). We define, for \( \epsilon > 0 \),
\[
A_\epsilon = \{x \in \mathbb{M} : d(x, y) < \epsilon \text{ for some } y \in A\},
\]
\[
D(A, B) := \inf\{\epsilon : A \subset B_\epsilon\}.
\]
Proposition 6.2. If $A, B \in \mathcal{H}$, $h : \mathcal{H} \times \mathcal{H} \to [0, \infty)$ is defined by

$$h(A, B) := \max\{D(A, B), D(B, A)\},$$

Then $h$ is a metric on $\mathcal{H}$ (the Hausdorff metric). Additionally, if $(\mathcal{M}, d)$ is a complete metric space, then $(\mathcal{H}, h)$ is a complete metric space.

Remark 6.3. The Hausdorff metric may be defined in an alternative but equivalent way which is often useful in simplifying certain proofs. Namely, if we define

$$d(x, A) := \inf\{d(x, y) \mid y \in A\},$$

then

$$D(A, B) := \sup\{d(x, B) \mid x \in A\}.$$ 

Remark 6.4. If $A, B \in \mathcal{H}$ and $A \subseteq B$, then $h(A, B) = D(B, A)$.

Lemma 6.5. Suppose $\{B_n\}$ is a nested sequence of nonempty compact sets in a complete metric space. Then

$$\lim_{n \to \infty} B_n = \bigcap_{i=1}^{\infty} B_i = B$$

(with respect to the Hausdorff metric $h$).

Proof. It suffices to show $h(B, B_n)$, which equals $D(B_n, B)$, since $B \subseteq B_n$ for each $n = 1, 2, \ldots$, converges to zero. We need to show that, given $\epsilon > 0$, we can find an integer $k$ such that

$$D(B_k, B) = \inf\{\delta > 0 : B_\delta \subseteq B\} < \epsilon.$$ 

Since for all $n \geq k$ we have $B \subseteq B_n \subseteq B_k$ this will imply that for all $n \geq k$ $h(B, B_n) < \epsilon$.

We observe that $B_\epsilon$ is open, so that $S_n := B_n \setminus B_\epsilon$ is compact for every $n$. Further $\{S_n\}$ is a decreasing sequence of compact subsets of the compact set $B_1$ and

$$\bigcap_{n=1}^{\infty} S_n = \bigcap_{n=1}^{\infty} B_n \setminus B_\epsilon = B \setminus B_\epsilon = \emptyset.$$ 

Therefore, there exists $k$ such that $S_k = \emptyset$; i.e., $B_k \subseteq B_\epsilon$. This says that

$$\inf\{\delta > 0 : B_\delta \subseteq B_k\} < \epsilon$$

and so $h(B, B_k) < \epsilon$, from which the conclusion $h(B, B_n) \to 0$ follows. \qed

Let $F$ be a function system satisfying the conditions of Theorem 1.3, with $F(C) \subseteq C$ and $A \subseteq C$.

Proposition 6.6. The set $F^n(A)$ is related to the set

$$B := \bigcap_{n=1}^{\infty} \overline{\bigcup_{i=n}^{\infty} F^i(A)}$$

(which is invariant under $F$) for “large values of $n$” in the following sense:

1. If $\epsilon > 0$, then there exists a positive integer $N$ such that for each $x \in F^n(A)$, $d(x, B) < \epsilon$ whenever $n > N$; i.e.,

$$\lim_{n \to \infty} D(F^n(A), B) = 0.$$

2. If $x \in B$, then there exists a sequence $\{x_n\}$ with $x_n \in F^n(A)$ for $n = 1, 2, \ldots$, such that some subsequence of $\{x_n\}$ converges to $x$. 

Proof. (1) First note that $F^n(A) \subseteq B_n = \bigcup_{i=0}^{\infty} F^i(A)$, which implies that

$$D(F^n(A), B) \leq D(B, B),$$

whereas it follows from Lemma 6.5 that $\lim_{n \to \infty} h(B_n, B) = 0$, and so

$$\lim_{n \to \infty} D(B_n, B) = 0.$$

(2) If $x \in B$, then $x \in B_n = \bigcup_{i=n}^{\infty} F^i(A)$ for $n = 1, 2, \ldots$. We construct, inductively, a sequence as follows: Since $x \in \bigcup_{i=n}^{\infty} F^i(A)$, there exists an integer $k_1$ and $x_{k_1} \in F^{k_1}(A)$ such that $d(x, x_{k_1}) < 1$. Since $x \in \bigcup_{i=k_1+1}^{\infty} F^i(A)$, there exists an integer $k_2 > k_1$ and $x_{k_2} \in F^{k_2}(A)$ such that $d(x, x_{k_2}) < 1/2$. And, inductively, there exists an integer $k_n$ such that $k_n > k_{n-1}$ and there exists $x_{k_n} \in F^{k_n}(A)$ such that $d(x, x_{k_n}) < 1/n$. In this manner, we build a sequence such that $x_{k_n} \to x$ as $i \to \infty$ and each $x_{k_n} \in F^{k_n}(A)$. □

We shall consider here three different examples of function systems for which we have implemented the iteration process, given above, using MAPLE. That is, we chose an appropriate (may be chosen arbitrarily) initial set $A$ and compute $F^n(A)$ for a given value of $n$. This set is related to a fixed set of the function $F$ in the sense of Proposition 6.6.

As a first example consider the functions $f_1, f_2 : \mathbb{R}^2 \to \mathbb{R}^2$ defined, respectively, by

$$\begin{align*}
(x, y) &\mapsto 0.5 \left( \sin 2x + \cos 2y \right), \\
(x, y) &\mapsto 0.5 \left( -\sin 2x + \cos 2y \right).
\end{align*}$$

Let

$$C := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}.$$

It is easy to verify that $f_1(C) \subseteq C$ and that $f_2(C) \subseteq C$. Both $f_1$ and $f_2$ are continuous, and so by Theorem 1.3 the function system

$$F(X) := f_1(X) \cup f_2(X)$$

has a fixed set. For the computation we have conveniently chosen $A$ to be a singleton set $A = \{(0.5, 0.5)\}$, and $n = 14$. Computing the set $F^{14}(A)$ gives us Figure 1. It should be stressed that this “fixed set” obtained for the function system may not be unique.

As a second example consider the following two continuous functions $f_1, f_2$ which map the unit square in $\mathbb{R}^2$ into itself.

$$\begin{align*}
(x, y) &\mapsto \left( \frac{x}{y/(1 + x^2)} \right), \\
(x, y) &\mapsto \left( \frac{x(1 - y)}{x/(1 + y^2)} \right).
\end{align*}$$

Figures 2, 3, 4 show computations of $F^n(A)$ using

$$F(X) := f_1(X) \cup f_2(X)$$

and initial sets $A = \{(0.1, 0.9)\}$, $A = \{(0.5, 0.5)\}$, and $A = \{(0.25, 0.1)\}$ with $n = 14$.

Our last example uses a function system consisting of three functions $f_1, f_2, f_3 : \mathbb{R}^2 \to \mathbb{R}^2$ defined by

$$\begin{align*}
(x, y) &\mapsto 0.5 \left( \sin x + \cos y \right), \\
(x, y) &\mapsto 0.5 \left( -\sin x + \cos y \right), \\
(x, y) &\mapsto \left( \frac{y}{-x} \right).
\end{align*}$$

We use the initial set $A = \{(0.25, 0.1)\}$, and compute $F^{10}(A)$.
7. A boundary-value problem

In this section we shall consider an application of Theorem 1.1 to the study of boundary value problems for ordinary differential equations. The example given is very specific and has been constructed to illustrate the utility of that theorem; we do not strive for generality but indicate that much more general results for local and nonlocal problems for nonlinear elliptic partial differential equations may be obtained in this fashion.

We consider the boundary-value problem

\[-u'' + u^3 = h, \quad u(0) = 0 = u(1), \tag{7.1}\]
\[-v'' + v^5 = h, \quad v(0) = 0 = v(1). \tag{7.2}\]
where \( h \in C[0,1] \) is a given function. We shall consider this problem in the space \( C[0,1] \) endowed with the usual norm \( \|u\| = \max_{[0,1]} |u(x)| \).

It follows from basic existence theorems based on sub-supersolution methods (upper and lower solution methods) (see [7]) that both equations have solutions contained in \( C^2[0,1] \). Using the boundary conditions, and the fact that solutions are weak solutions, as well, we obtain the following a priori bounds

\[
\|u\|^2 \leq \|u'\|^2_{L^2} \leq \|h\|_{L^2} \|u\|_{L^2} \leq \|h\| \|u\|
\]

from which follows that \( \|u\| \leq \|h\| \), and, mutatis mutandis, \( \|v\| \leq \|h\| \).

For a given \( h \) we let

\[
f_1(h) = \{ u : u \text{ solves (7.1)} \}, \quad f_2(h) = \{ v : v \text{ solves (7.2)} \},
\]
Figure 5. Set $F^{10}(A)$ for initial set $A = \{(0.25, 0.1)\}$

then $f_1(h) \neq \emptyset$, $f_2(h) \neq \emptyset$. It follows (the arguments are based on the integral representation of solutions using Green’s functions and the Theorem of Ascoli-Arzelà) that $f_1$ and $f_2$ map closed and bounded sets to precompact sets.

We hence may conclude that if $B := \{h : \|h\| \leq r\}$, $r > 0$, then

$$f_1(B) \cup f_2(B) \subseteq B$$

and there exists a compact set $A$, $A \subset B$, such that

$$f_1(A) \cup f_2(A) = A.$$  

We note that the conclusion tells us that each element in the set $A$ must be a solution of either (7.1) or (7.2), for some right hand side from the set $A$, and conversely, every solution of (7.1) or (7.2), given any right hand side from $A$, must be an element of $A$.
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