LINEARIZATION OF MULTI-FREQUENCY
QUASI-PERIODICALLY FORCED CIRCLE FLOWS BEYOND
BRJUNO CONDITION

ZIYANG LIANG, TAIAN JIN, JIAYI WANG, YUAN SHAN

Abstract. In this article, we considered the linearization of analytic quasi-periodically forced circle flows. We generalized the rotational linearization of systems with two-dimensional base frequency to systems with any finite dimensional base frequency case. Meanwhile, we relaxed the arithmetical limitations on the base frequencies. Our proof is based on a generalized Kolmogorov–Arnold–Moser (KAM) scheme.

1. Introduction and statement of main results

In this article, we consider the quasi-periodically forced (qpf) circle flow
\[ \begin{align*}
\dot{x} &= \rho + f(\phi, x), \\
\dot{\phi} &= \Omega,
\end{align*} \]
where \( f : T^d \times T^1 \to \mathbb{R} \) is a real analytic function with \( T^d := \mathbb{R}^d / \mathbb{Z}^d \). Here, \( \Omega \in T^d \) is rationally independent. We denote the system (1.1) by \( (\Omega, \rho + f) \) for simplicity.

The time discrete counterparts of the qpf circle flows are the qpf circle maps. The research of qpf circle maps is an important topic in mathematical physics and dynamical systems: The qpf circle maps are related to Arnold tongue, more specifically, Arnold circle map, which attempts to capture the motion of the spinning disks at discrete time intervals. The qpf circle maps also provide a simple model of the mode-locked loop in electronics, of mechanically musical instruments and of heart issue. And the qpf circle maps appeared in the study of quasi-periodic crystals and damped pendulum motions too. Moreover, the qpf circle maps can also be used to investigate the quasi-periodic schrödinger operator \([4]\), which is an important mathematical model of the quantum Hall effect and many other quantum physics problems.

In this paper, we mainly focus on the \( C^\infty \) rotational linearization of (1.1) with weak Liouvillean frequency, provided the analytic norm of \( f \) is small enough. We say the system \( (\Omega, \rho + f) \) is \( C^r \) (\( r = \infty, \omega \)) linearizable or \( C^r \) reducible, if there exists a \( C^r \) map \( H : T^d \times T^1 \to T^d \times T^1 \) and \( \tilde{\rho} \in \mathbb{R} \) such that \( H \) conjugates the system \( (\Omega, \rho + f) \) to \( (\Omega, \tilde{\rho}) \). And, if the qpf circle flow \( (\Omega, \rho + f) \) can be \( C^r \) (\( r = \infty, \omega \)) conjugate to \( (\Omega, g(\phi)) \), then we say it is \( C^r \) rotation linearizable or
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In recent years, the qpf circle flows have been studied extensively by many mathematicians. Herman [5] investigated system (1.1) with (\( \Omega, f \)) satisfying the Diophantine condition

\[
|\langle k, \Omega \rangle + l \rho_f| \geq \frac{\gamma}{(|k| + |l|)^r}, \quad \forall (k, l) \in \mathbb{Z}^d \times \mathbb{Z}, \quad |k| + |l| \neq 0,
\]

where \( \rho_f \) is the fibred rotation number of the system and proved the system is \( C^\infty \) linearized provided the analytic norm of \( f \) is sufficiently small.

For a qpf circle flow \( (\Omega, f) \), we say \( \rho_f = \rho(\Omega, f) = \lim_{t \to \infty} \frac{\hat{\Phi}_t^\Omega(x)}{t} \) is the fibred rotation number associated with \( (\Omega, f) \), where \( \hat{\Phi}_t^\Omega(x) : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) via \((t, \phi, \hat{x}) \mapsto \hat{\Phi}_t^\Omega(\hat{x}) \) denotes the lift of the flow of \( (\Omega, f) \) of the valuable \( x \), and for any \( \hat{\rho} \in \mathbb{R} \) we have \(|\rho(\Omega, \hat{\rho} + f) - \rho(\Omega, \hat{\rho})| \leq \varepsilon \), provided that \(|f|_{C^0} \leq \varepsilon \) small enough \( \Omega \).

Note that, in (1.2), \( l = 0 \) implies that \( \Omega \) is a Diophantine vector (depending on \( \tau \) and \( \gamma \)). Without the assumption of \( \Omega \) being Diophantine, the problem is quite different and there is not much work done so far. Recently, using the almost reducibility theory, Krikorian-Wang-You-Zhou [9] managed to relax the Diophantine assumption to non-super Liouvillean frequencies for \( d = 2 \), and get the rotational linearization. More precisely, let \( \Omega = (1, \alpha) \) with \( \alpha \in \mathbb{R} \backslash \mathbb{Q} \) and \( \{p_n/q_n\} \) be the best convergence of \( \alpha \). Assume that \( \alpha \) is not super-Liouvillean, that is

\[
\sup_{n > 0} \frac{\ln \ln q_{n+1}}{\ln q_n} < +\infty.
\]

Then for \( f \) with sufficiently small analytic norm, the system \( (\Omega, \rho + f) \) is \( C^\infty \) rotation reducible, provided \( (\Omega, \rho_f) \) satisfying

\[
|\langle k, \Omega \rangle + l \rho_f| \geq \frac{\gamma}{(|k| + |l|)^r}, \quad \forall k \in \mathbb{Z}^2, \quad 0 \neq l \in \mathbb{Z}.
\]

However, when the base is of higher dimension, there is no result on this issue. Thus, in this paper, we consider the rotation linearization for qpf circle flows with multiple base frequencies satisfying the weak-Liouvillean condition. Furthermore, we managed to relax Krikorian-Wang-You-Zhou’s condition (1.3) on one variable of the multi-frequency. More precisely, for the frequency \( \Omega = (1, \alpha, \tilde{\omega}) \in \mathbb{R}^1 \times \mathbb{R}^1 \times \mathbb{R}^{d-2} \), we denote

\[
\tilde{U}(\alpha) = \sup_{n > 0} \frac{\ln \ln q_{n+1}}{\ln q_n},
\]

where \( \{p_n/q_n\} \) is the best convergence of \( \alpha \). If \( \tilde{U} := \tilde{U}(\alpha) < \infty \), and

\[
|\langle k, \omega \rangle + (l, \tilde{\omega})| \geq \frac{\gamma}{(|k| + |l| + 1)^r}, \quad \forall k \in \mathbb{Z}^2, \quad l \in \mathbb{Z}^{d-2} \backslash \{0\},
\]

with \( \omega = (1, \alpha) \), then we say \( \Omega \) is weak-Liouvillean. We will denote by \( WL(\gamma, \tau, \tilde{U}) \) the set of all such vectors and

\[
WL = \bigcup_{\gamma, \tau > 0, \tilde{U} < +\infty} WL(\gamma, \tau, \tilde{U}).
\]

It is obvious that \( WL \) is of full Lebesgue measure. Then our main result can be stated as follows.
Theorem 1.1. Let \( \rho \in \mathbb{R}, d \geq 2, \gamma', \tau', \gamma'', \tau'', r_1, r_2 > 0, \Omega = (1, \alpha, \tilde{\omega}) \in \mathbb{R}^d \) with \( \alpha \in \mathbb{R} \setminus \mathbb{Q}, \tilde{U} := \tilde{U}(\tilde{\alpha}) < \infty \). If \( \Omega \in \mathcal{W}L(\gamma', \tau', \tilde{U}) \) and \( \rho(\Omega, \rho + f) =: \rho_f \in \mathcal{D}C_\Omega(\gamma'', \tau'') \) in the sense that
\[
|l \rho_f + \langle k, \Omega \rangle| \geq \frac{\gamma}{(|k| + |l| + 1)^{\tau}}, \quad \forall k \in \mathbb{Z}^d, l \in \mathbb{Z} \setminus \{0\},
\]
then there exists \( \varepsilon = \varepsilon(\gamma', \gamma'', \tau', \tau'', r_1, r_2, \tilde{U}) > 0 \) such that if \( \|f\|_{r_1, r_2} \leq \varepsilon \), (see section 2.1 for a precise definition of the norm) then the system \( (\Omega, \rho + f) \) is \( C^\infty \) rotation linearizable.

We want to point out that, using the method in [9] by Krikorian-Wang-You-Zhou, we can obtain the same result as [9, Corollary 1.1]. That is \( (\Omega, \rho + f) \) is \( C^\infty \) accumulated by analytic flows \( \{(\Omega, \tilde{f}_n)\} \), where the qpf flow \( (\Omega, \tilde{f}_n) \) is mode-locked.

In fact, our condition on the base frequency was partially inspired by recent progress of almost reducibility in linear quasi-periodic \( SL(2, \mathbb{R}) \) cocycles
\[
(\alpha, A) : \mathbb{T}^{d-1} \times \mathbb{R}^2 \to \mathbb{T}^{d-1} \times \mathbb{R}^2
\]
\[
(\theta, v) \mapsto (\theta + \alpha, A(\theta)v),
\]
(1.7)

When \( d = 2 \), as for the reducibility of quasi-periodic \( SL(2, \mathbb{R}) \) cocycles, which is one-dimensional base frequency case, there are fruitful results. For the local case, meaning the cocycle is close to a constant system, Dinaburg and Sinai [2] first proved the positive measure reducibility with Diophantine frequency \( \alpha \), and it was deepened by Eliasson to full measure reducibility [3]. In these papers, the Diophantine condition on \( \alpha \) allows the authors to use a Kolmogorov–Arnold–Moser (KAM) argument. Recently, using generalized KAM schemes, Avila-Fayad-Krikorian [1] and Hou-You [7] proved the local \( C^\infty \) rotation reducible result for any base forcing frequency \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) in discrete case and continuous case respectively.

Compared the above one frequency case, very little is known for multifrequency case. Recently, Hou-Wang-Zhou [8] considered the reducibility of multi-frequency analytic quasi-periodic \( SL(2, \mathbb{R}) \)-cocycles (1.7) with the frequency \( \alpha = (\tilde{\alpha}, \alpha) \in \mathbb{T}^1 \times \mathbb{T}^{d-2} \) satisfying the conditions
\[
\tilde{u}(\tilde{\alpha}) := \sup_{n > 0} \frac{\ln \ln \tilde{q}_{n+1}}{\ln \tilde{q}_n} < \infty, \quad (1.8)
\]
and
\[
\|k \tilde{\alpha} + \langle l, \alpha' \rangle\|_{\mathbb{Z}^d} \geq \frac{\gamma}{(|k| + |l| + 1)^{\tau}}, \quad \forall k \in \mathbb{Z}, l \in \mathbb{Z}^{d-2} \setminus \{0\},
\]
for some \( \gamma > 0, \tau > d - 1 \), where \( \{\tilde{p}_n/\tilde{q}_n\} \) is the best convergence of \( \tilde{\alpha} \), and
\[
\|a\|_{\mathbb{Z}^d} = \inf_{p \in \mathbb{Z}^d} |a - p|.
\]

They proved the local positive measure rotation reducibility for the \( SL(2, \mathbb{R}) \) cocycles provided that the cocycle is \( C^\omega \) close enough to constant ones.

Note that our system is continuous non-linear system, which is quite different and much more complicated than the above \( SL(2, \mathbb{R}) \)-cocycles (discrete linear system). Moreover, comparing the frequency condition of Theorem 1.1 with condition (1.8), we handled more frequencies \( \Omega \) including more Liouvillean ones.
2. Preliminaries

2.1. Norm and Basic definitions. Denote by \( C_{r_1, r_2}^0 (\mathbb{T}^{d+1}, \mathbb{R}) \) the set of all \( \mathbb{R} \)-valued functions admitting an analytic extension on \( \mathbb{T}^{d+1}_{r_1, r_2} := \{ (\phi, x) \in \mathbb{T}^{d+1} : |\Im \phi_1| \leq r_1, \ldots, |\Im \phi_d| \leq r_1, |\Im x| \leq r_2 \} \), where \( r_1, r_2 > 0 \). For any \( f \in C_{r_1, r_2}^0 (\mathbb{T}^{d+1}, \mathbb{R}) \), let

\[
\|f\|_{r_1, r_2} := \sup_{(\phi, x) \in \mathbb{T}^{d+1}_{r_1, r_2}} |f(\phi, x)|.
\]

In this article, we also frequently consider real-valued functions admitting an analytic extension on \( \mathbb{T}^{d+1}_{r_1, r_2, r_3} := \{ (\phi, x) \in \mathbb{T}^{d+1} : |\Im \phi_1| \leq r_1, |\Im \phi_2| \leq r_1, |\Im \phi_3| \leq r_2, \ldots, |\Im \phi_1| \leq r_3 \} \), where \( r_1, r_2, r_3 > 0 \), and use \( \|f\|_{r_1, r_2, r_3} \) to denote the norm

\[
\|f\|_{r_1, r_2, r_3} := \sup_{(\phi, x) \in \mathbb{T}^{d+1}_{r_1, r_2, r_3}} |f(\phi, x)|.
\]

We use \( C_{r_1, r_2, r_3}^0 (\mathbb{T}^{d+1}, \mathbb{R}) \) to denote the set of all such functions.

An integrable real-valued function \( f \) on \( \mathbb{T}^d \) has the Fourier expansion \( f = \sum_{k \in \mathbb{Z}^d} \hat{f}(k)e^{2\pi i (k, \phi)} \) with \( \hat{f}(k) = \int_{\mathbb{T}^d} f(\phi)e^{-2\pi i (k, \phi)}d\phi \). For any \( N > 0 \), \( T_N \) and \( R_N \) are used to denote the truncation operators:

\[
T_N(f) = \sum_{|k| < N} \hat{f}(k)e^{2\pi i (k, \phi)}, \quad R_N(f) = \sum_{|k| \geq N} \hat{f}(k)e^{2\pi i (k, \phi)}.
\]

2.2. Continued fraction expansion. Let \( \alpha \in \mathbb{R} \) be irrational. Define \( a_0 = [\alpha] \), \( a_0 = \alpha - a_0 \), and for \( k \geq 1 \),

\[
a_k = [a_{k-1}^{-1}], \quad \alpha_k = G(a_{k-1}) = a_{k-1}^{-1} - a_k.
\]

We define \( p_0 = 0, p_1 = 1, q_0 = 1, q_1 = a_1 \), and inductively,

\[
p_k = a_k p_{k-1} + p_{k-2}, \quad q_k = a_k q_{k-1} + q_{k-2}.
\]

So the sequence \( \{p_n/q_n\}_{n \in \mathbb{N}} \) is the best rational approximation for \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), and it satisfies

\[
||k\alpha||_{\mathbb{R}/\mathbb{Z}} \geq ||q_{n-1}\alpha||_{\mathbb{R}/\mathbb{Z}}, \quad \forall \, 1 \leq k < q_n,
\]

and

\[
\frac{1}{q_n + q_{n+1}} \leq ||q_n\alpha||_{\mathbb{R}/\mathbb{Z}} \leq \frac{1}{q_{n+1}}.
\]

2.3. CD bridge. For any \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), we will fix in the sequel a particular subsequence \( \{q_n\}_{n \in \mathbb{N}} \) of the denominators of the continued fraction expansion for \( \alpha \), which is denoted by \( \{Q_k\}_{k \in \mathbb{N}} \), and the subsequence \( \{q_{n+1}\}_{k \in \mathbb{N}} \) is denoted by \( \{Q_k\}_{k \in \mathbb{N}} \).

Definition 2.1 (H). Let \( 0 < A \leq B \leq C \). We say that the pair of denominators \( (q_i, q_n) \) \( (l < n) \) forms a \( CD(A, B, C) \) bridge if

\[
q_{i+1} \leq q_i^A, \quad \forall i = l, \ldots, n-1 \quad q_i^C \geq q_n \geq q_i^B.
\]
Lemma 2.2 ([II]). For any $A > 0$, there exists a subsequence $(Q_k)_{k \in \mathbb{N}}$ such that $Q_0 = 1$ and for each $k \geq 0$, $Q_{k+1} \leq Q_k^A$. Furthermore, either $Q_k \geq Q_k^A$, or the pairs $(\bar{Q}_{k-1}, Q_k)$ and $(Q_k, Q_{k+1})$ are both $CD(A, A, A^3)$ bridges.

In the sequel, we let $A \geq 3$ and assume $(Q_n)_{n \in \mathbb{N}}$ is the selected subsequence in above lemma accordingly. As an immediate corollary of the above lemma, we have a corollary.

**Corollary 2.3.** If $\bar{U}(\alpha) < \infty$, then $Q_n \geq Q_n^A$ for every $n \geq 1$. Furthermore, $$\sup_{n > 0} \frac{\ln \ln Q_{n+1}}{\ln \ln Q_n} \leq U(\alpha),$$ where $U(\alpha) := \bar{U}(\alpha) + \frac{\ln \ln A^4}{\ln \ln 3} + 36 < \infty$.

**Proof.** For $n = 1$, according to $Q_0 = 1$, we obviously get $Q_1 \geq Q_0^A$.

For $n \geq 2$, there are two cases below. If $Q_{n-1} \geq Q_{n-1}^A$, then $Q_n \geq Q_{n-1} \geq Q_{n-1}^A$. Otherwise, since $(Q_n, Q_{n-1})$ is a $CD(A, A, A^3)$ bridge, and then, $Q_n \geq Q_n^A$. Furthermore, owing to $Q_n+1 \leq Q_n^A$, for $n \geq 1$ we obtain

$$\frac{\ln \ln Q_{n+1}}{\ln \ln Q_n} \leq \frac{\ln (\ln A^4 + \ln \ln Q_n)}{\ln \ln Q_n} \leq \frac{\ln \ln Q_n}{\ln \ln Q_n} + \frac{\ln (27 \ln A^4)}{\ln \ln 3} \leq \bar{U} + \frac{\ln \ln A^4}{\ln \ln 3} + 36 = U. \quad \square$$

### 3. The inductive step

For convenience, in the sequel, we will rewrite the system (1.1) as

\[\dot{x} = \rho + f(\varphi, \theta, x)\]

\[\dot{\varphi} = \dot{\theta} = \omega = (1, \alpha),\]

where $\phi = (\varphi, \theta) \in T^2 \times T^{d-2}$, $\Omega = (\omega, \dot{\omega})$. Before the linearization steps, we give a notation for simplicity: For any $r_1, r_2, r_3, \varepsilon, \varepsilon_f > 0, \rho \in \mathbb{R}$, we denote

$$F_{r_1, r_2, r_3}(\rho, \varepsilon, \varepsilon_f)$$

$$:= \{ \dot{\rho} + g(\varphi) + f(\varphi, \theta, x) \in C^w_{r_1, r_2, r_3}(T^{d+1}, \mathbb{R}) : \rho(\Omega, \dot{\rho} + g + f) = \rho, \|g\|_{r_1} \leq \varepsilon, \|f\|_{r_1, r_2, r_3} \leq \varepsilon_f \}.$$
and
\[ \frac{1}{\varepsilon_0} < \left( \frac{1}{\varepsilon_0} \right)^{\frac{1}{r_3,0-\varepsilon_0}}. \] (3.4)

For any given \( r_{1,0}, r_{2,0}, r_{3,0}, \varepsilon_0 > 0 \), we define the following sequences inductively for \( j \geq 1 \):

\[
\Lambda_1 = \frac{r_{2,0}}{10}, \quad \Lambda_j = \frac{\Lambda_1}{10^{j-1}}, \quad \Delta_1 = \frac{r_{3,0}}{10}, \quad \Delta_j = \frac{\Delta_1}{10^{j-1}},
\]

\[
r_{1,j} = \frac{r_{1,0}}{4Q_j^3}, \quad r_{2,j} = r_{2,j-1} - \Lambda_j, \quad r_{3,j} = r_{3,j-1} - \Delta_j,
\]

\[
\varepsilon_j = \frac{\varepsilon_{j-1}}{e^{(2Q_{j+1})^{1/2} + 1}}, \quad \hat{\varepsilon}_j = \sum_{m=0}^{j-1} \varepsilon_m, \quad K^{(j)} = \left[ \left( \frac{\gamma^2}{2e^{1/2}} \right)^{1/2} \right].
\] (3.5)

3.1. **Eliminate the lower-frequency terms.** To minimize the norm of the perturbation \( f \), we have to solve a homological equation involving a function \( g(\varphi) \). For solving such an equation, we will use diagonal domination, which demands the norms of \( f \) and \( g \) are in the same order. Therefore, first, we will do the transformation in the form \( x_+ = x - h(\varphi) \) to achieve this.

**Lemma 3.1.** For \( n \geq 2 \), given a qpf circle flow
\[
\begin{align*}
\dot{x} &= \rho + g(\varphi) + f(\varphi, \theta, x) \\
\dot{\theta} &= \omega \\
\dot{\varphi} &= \omega = (1, \alpha)
\end{align*}
\] (3.6)

with \( \rho + g + f \in \mathcal{F}_{r_1, n-1, r_2, n-1, r_3, n-1}(\rho, 4\hat{\varepsilon}_{n-1}, \varepsilon_{n-1}) \), there exists \( h \in C^\omega_{r_1, n-1}(T^2, \mathbb{R}) \), where \( \partial_{\omega} h(\varphi) = \mathcal{T}_{Q_n} g(\varphi) - \hat{g}(0) \), such that the transformation \( \tilde{x} = x - h(\varphi) \) (mod 1), conjugates system (3.6) into

\[
\begin{align*}
\dot{x} &= \rho + \hat{g}(0) + \mathcal{R}_{Q_n} g(\varphi) + f(\varphi, \theta, \tilde{x} + h(\varphi)) \\
\dot{\theta} &= \omega \\
\dot{\varphi} &= \omega = (1, \alpha)
\end{align*}
\] (3.7)

with \( \rho + \hat{g} + f \in \mathcal{F}_{r_1, n, r_2, n, r_3, n}(\rho, \varepsilon_{n-1}^{1/2}, \varepsilon_{n-1}) \), where \( \tilde{r}_1, n = \frac{r_{1,0}}{Q_n}, \tilde{r}_3, n = r_{3, n-1} - \Delta_n \).

**Proof.** Let \( \tilde{x} = x - h(\varphi) \) (mod 1), where \( \partial_{\omega} h(\varphi) = \mathcal{T}_{Q_n} g(\varphi) - \hat{g}(0) \). Then the fibred equation becomes

\[
\dot{x} = \rho + \hat{g}(0) + \mathcal{R}_{Q_n} g(\varphi) + f(\varphi, \theta, \tilde{x} + h(\varphi)).
\] (3.8)

Because the norm of \( h \) is unknown, which will affect the norm of \( f \), we need to estimate \( \| h(\varphi) \| \). Since

\[
h(\varphi) = \sum_{0 < |k| < Q_n} \frac{\hat{g}(k)}{2\pi i \langle k, \omega \rangle} e^{2\pi i \langle k, \varphi \rangle},
\] (3.9)

together with the fact that \( |\langle k, \omega \rangle| > \frac{1}{2\pi Q_n} \) for \( 0 < |k| < Q_n \), we have

\[
\| h(\varphi) \| \lesssim_{\tau_{1, n-1}} \leq \frac{Q_n}{\pi} \sum_{0 < |k| < Q_n} |g|_{r_{1, n-1}} e^{-2\pi |k| \varepsilon_{n-1}^{1/2}} \leq \frac{CQ_n}{r_{1, n-1}^2} \lesssim Q_n^{\hat{\varepsilon}_0} e^{1/2}. \]
It is clear that, \( \|h(\varphi)\|_{C^3_{n-1}} \) has an influence on \( f(\varphi, \theta, \bar{x} + h(\varphi)) \), and in order to indicate \( f \) within control, we should estimate the norm of \( f \) in a smaller region, which also means to estimate \( |\Im h(\varphi)| \). To establish this, we consider the region 

\[
|\Im h(\varphi)| \leq \bar{r}_{1,n}.
\]

Let \( \varphi = \varphi_1 + i\varphi_2, \varphi_1 \in \mathbb{T}^2, \varphi_2 \in \mathbb{R}^2 \), and

\[
\begin{align*}
\hat{h}_1(\varphi_1) &= \sum_{0 < |k| < Q_n} \frac{\hat{g}(k)}{2\pi i (k, \omega)} e^{2\pi i (k, \varphi_1)}, \\
\hat{h}_2(\varphi) &= h(\varphi) - h_1(\varphi_1).
\end{align*}
\]

It is clear that \( h(\varphi) \) is real analytic, since \( g(\varphi) \) is real analytic. Therefore, \( \Im h_1(\varphi_1) = 0 \). Then, owing to \( Q_n \geq Q_{n-1}^q \), we have

\[
\|\Im h(\varphi)\|_{\bar{r}_{1,n}} = \|\Im h_2(\varphi)\|_{\bar{r}_{1,n}} \leq \|h_2(\varphi)\|_{\bar{r}_{1,n}}
\]

\[
\leq Q_n \sum_{0 < |k| < Q_n} |\hat{g}(k)||e^{-2\pi i (k, \varphi_2)} - 1|
\]

\[
\leq 2\pi Q_n \sum_{0 < |k| < Q_n} \|g\|_{\bar{r}_{1,n-1}} e^{-2\pi |k(\varphi_1 - \bar{r}_{1,n})|} |k| \bar{r}_{1,n}
\]

\[
\leq \frac{C r_{1,0} \varepsilon_0}{Q_n (r_{1,n-1} - \bar{r}_{1,n})^3}
\]

\[
\leq \frac{\Delta_n}{3},
\]

by the selection of \( \varepsilon_0 \) and \( \Delta_n \). So, we have that

\[
\|f(\varphi, \theta, \bar{x} + h(\varphi))\|_{\bar{r}_{1,n-1}, \bar{r}_{2,n-1}, \bar{r}_{3,n}} \leq \|f(\varphi, \theta, x)\|_{\bar{r}_{1,n-1}, \bar{r}_{2,n-1}, \bar{r}_{3,n}} \leq \varepsilon_{n-1},
\]

and

\[
\|\bar{R}_{Q_n} g(\varphi)\|_{\bar{r}_{1,n}} = \|\sum_{|k| \geq Q_n} \hat{g}_n(k) e^{2\pi i (k, \varphi)}\|_{\bar{r}_{1,n}}
\]

\[
\leq \sum_{|k| \geq Q_n} \|g\|_{\bar{r}_{1,n-1}} e^{-2\pi |k(\varphi_1 - \bar{r}_{1,n})|}
\]

\[
\leq \frac{C \varepsilon_0 Q_n^{6} r_{1,0}^{-1}}{Q_n^{6} r_{1,0}^{-1}} e^{-2\pi Q_n^{-1} r_{1,0}^{-1} \varepsilon_{n-1}} \leq \frac{\varepsilon_{n-1}^{1/2}}{4},
\]

by (3.2) and (3.3), and

\[
|\hat{g}(0)| \leq \|f(\varphi, \theta, \bar{x} + h(\varphi))\|_{\bar{r}_{1,n-1}, \bar{r}_{2,n-1}, \bar{r}_{3,n}} + \|\bar{R}_{Q_n} g(\varphi)\|_{\bar{r}_{1,n}} \leq \frac{\varepsilon_{n-1}^{1/2}}{2}.
\]

Let

\[
\begin{align*}
\tilde{g}(\varphi) &= \hat{g}(0) + \bar{R}_{Q_n} g(\varphi) \\
\tilde{f}(\varphi, \theta, \bar{x}) &= f(\varphi, \theta, \bar{x} + h(\varphi)).
\end{align*}
\]

Then the result follows, since the transformation we did is homotopic to the identity, which assures the fibred rotation number remains unchanged. \( \square \)
3.2. Solve the homological equation and reduce the perturbation. Under the assumptions of Lemma 3.1 after the transformation, the norms of \( g(\varphi) \) and \( f(\varphi, \theta, x) \) are in the same order of magnitude. Then we want to reduce the perturbation. However, we have no Diophantine assumption on \( \omega \), which means we need to solve a different and more complicated homological equation in the process of reducing \( \| f \| \). Moreover, it also means there might be no analytic solution of the homological equation. Fortunately, it turns out that we can get the approximate solution by using the method of diagonally dominant operators.

Considering the transformation: \((\varphi, \theta, x) = (\varphi, \theta, x_+ + h(\varphi, \theta, x_+) \pmod{1})\), we obtain

\[
\dot{x} = \dot{x}_+ + \partial_\omega h + \partial_\gamma h + \frac{\partial h}{\partial x_+} \dot{x}_+.
\]

Suppose that the system

\[
\dot{x} = \rho + g(\varphi) + f(\varphi, \theta, x) \\
\dot{\theta} = \tilde{\omega} \\
\dot{\varphi} = \omega = (1, \alpha)
\]

is conjugate to

\[
\dot{x}_+ = \rho + g_+(\varphi) + f_+(\varphi, \theta, x_+) \\
\dot{\theta} = \tilde{\omega} \\
\dot{\varphi} = \omega = (1, \alpha).
\]

In this case, we have

\[
\dot{x}_+ = \rho + g + f(\varphi, \theta, x_+) - \partial_\omega h - \partial_\gamma h - (\rho + g(\varphi)) \frac{\partial h}{\partial x_+} + h.o.t.
\]

where h.o.t. represents the high order terms of \( h \) and \( f \), and for simplicity, we consider it as an error term and neglect it at this moment. Then we have the homological equation

\[
f(\varphi, \theta, x) = \partial_\omega h + \partial_\gamma h + (\rho + g(\varphi)) \frac{\partial h}{\partial x_+}.
\]

The following lemma gives the method to solve equation (3.10) by diagonally dominant operators. We should point out the solution we obtained in the following lemma is not an exact but approximate solution.

**Lemma 3.2.** Let \( \gamma', \gamma'', \tau', \tau'' > 0 \), \( \gamma := \min\{\gamma', \gamma''\} \), \( \tau := \max\{\tau', \tau''\} \), \( 0 < U < \infty \), \( r_1 > \delta_1 > 0 \), \( r_2 > \delta_2 > 0 \), \( r_3 > \delta_3 > 0 \) with \( \delta_1 < \delta_2 \), \( \delta_1 < \delta_3/2 \), \( (\omega, \tilde{\omega}) \in WL(\gamma', \tau', U) \), \( \rho \in DC(\omega, \tilde{\omega})(\gamma'', \tau'') \), \( g \in C^{\gamma_0}_r(T^d, \mathbb{R}) \), \( f \in C^{\gamma_0}_r(\mathbb{R}^{2r+3}, \mathbb{R}) \) and \( \int_{\mathbb{R}} \int_{-\pi}^{\pi} f(\varphi, \theta, x) d\theta dx = 0 \), \( 0 < \epsilon_f \leq \epsilon_g \leq \epsilon_0^{1/2} \ll 1 \), where \( \epsilon_0 \) satisfies (3.3) and (3.4). If

\[
\| g(\varphi) \|_{r_1} \leq \epsilon_g, \| f(\varphi, \theta, x) \|_{r_1, r_2, r_3} \leq \epsilon_f,
\]

and

\[
K = \left[ \frac{1}{\pi \delta_1} \ln \frac{1}{\epsilon_f} \right] + 1 < \left( \frac{\gamma^2}{\epsilon_g} \right)^{\pi + d + 1},
\]

then the homological equation (3.10) has an approximate solution \( h(\varphi, \theta, x) \) with the estimate

\[
\| h \|_{r_1 - \delta_1, r_2 - \delta_2, r_3 - \delta_3} \leq \frac{C}{\gamma \delta_1^{\pi + d + 1}} \epsilon_f,
\]
where $C$ is a constant, and the error term $P = R_K(f - (\rho + g)\frac{\partial}{\partial x})$ with
\[ \|P\|_{r_1-\delta_1,r_2-\delta_2,r_3-\delta_3} \leq 2(2K)^{d+1}T_f. \]

**Proof.** First, we consider the truncated equation
\[ \partial_\omega h + \partial_\varphi h + \rho \frac{\partial h}{\partial x} + T_K(g(\varphi)\frac{\partial h}{\partial x}) = T_K f(\varphi, \theta, x). \]
Let
\[ f_i(\varphi, \theta, x) = \sum_l f_i(l,\theta) e^{2\pi ilx}, \quad h_i(\varphi, \theta, x) = \sum_{|l| < K} h_i(l,\theta) e^{2\pi ilx}, \]
\[ f_i(l,\theta) = \sum_\nu f_i(l,\nu) e^{2\pi i(\nu,\theta)}, \quad h_i(l,\theta) = \sum_{0 < |l| + |\nu| < K} h_i(l,\nu) e^{2\pi i(\nu,\theta)}, \]
\[ f_i(l,\nu) = \sum_k \tilde{f}_i(l,\nu)(k) e^{2\pi ik} \tilde{\varphi}(k), \quad h_i(l,\nu) = \sum_{|k| < K - |l| - |\nu|} \tilde{h}_i(l,\nu)(k) e^{2\pi ik}. \]
Then plugging the Fourier expansions into the truncated equation, and simplifying it, for $|l| + |\nu| + |k| < K$, $|l| + |\nu| > 0$, we have
\[ (\langle k, \omega \rangle + \langle \nu, \tilde{\omega} \rangle + l\rho) \tilde{h}_i(l,\nu)(k) + l \sum_{|k_1| < K - |l| - |\nu|} \tilde{g}(k - k_1) \tilde{h}_i(l,\nu)(k_1) = \frac{\tilde{f}_i(l,\nu)(k)}{2\pi i}. \]
It equals the matrix equation, for fixed $0 < |l| + |\nu| < K$,
\[ (A_{l,\nu} + G_{l,\nu}) \tilde{h}_{l,\nu} = \tilde{f}_{l,\nu}, \]
where
\[ A_{l,\nu} = \text{diag}\{ \langle k, \omega \rangle + \langle \nu, \tilde{\omega} \rangle + l\rho : |k| < K - |l| - |\nu| \}, \]
\[ G_{l,\nu} = (l\tilde{g}(p - q))_{|p| + |q| < K - |l| - |\nu|}, \]
\[ \tilde{f}_{l,\nu} = \frac{\tilde{f}_i(l,\nu)(k)}{2\pi i}, \quad \tilde{h}_{l,\nu} = \frac{\tilde{h}_i(l,\nu)(k)}{2\pi i}. \]
If we denote $M_{l,\nu} = \text{diag}\{ \ldots, e^{2\pi ik_1}, \ldots, \ldots, e^{2\pi ik_2} \ldots, \ldots, k \in K - |l| - |\nu| \}$, then
\[ M_{l,\nu}(A_{l,\nu} + G_{l,\nu})M_{l,\nu}^{-1} M_{l,\nu} \tilde{h}_{l,\nu} = M_{l,\nu} \tilde{f}_{l,\nu}. \]
For simplicity, we drop the subscripts $l, \nu$ temporarily and denote
\[ A = A_{l,\nu}, \quad G = M_{l,\nu} G_{l,\nu} M_{l,\nu}^{-1}, \quad \tilde{h} = M_{l,\nu} \tilde{h}_{l,\nu}, \quad \tilde{f} = M_{l,\nu} \tilde{f}_{l,\nu}. \]
Then, we have
\[ A(I + A^{-1}G)\tilde{h} = \tilde{f}. \]
Obviously, to get the norm of $\tilde{h}$, we need to estimate the norm of $(I + A^{-1}G)^{-1}$. We have
\[ \|A^{-1}G\| \leq \|A^{-1}\|\|G\|, \]
where $\|\cdot\|$ denotes the operator norm associated to the $l^1$ norm that satisfies $\|u\|_1 = \sum_k |u_k|$ (indeed, if $X$ is a matrix, $\|X\| = \max_j \sum_i |X_{ij}|$). Then by the condition $(\omega, \tilde{\omega}) \in WL(\gamma', \tau', \tilde{U})$, $\rho \in DC((\omega, \tilde{\omega}))(\gamma''', \tau''')$, we obtain
\[ |\rho + \langle k, \omega \rangle + \langle \nu, \tilde{\omega} \rangle| \geq \frac{\gamma}{(|k| + |l| + |\nu| + 1)^r} \geq \frac{\gamma}{K^r}. \]
for $|l| + |\nu| + |k| < K$ and $|l| + |\nu| \neq 0$. We obtain that
\[
\| A^{-1} G \| \leq \max_{|k| < K - |l| - |\nu|} \frac{|l| \max_{|p| < K - |l| - |\nu|} \sum_{|p| < K - |l| - |\nu|} \| g \|_r \epsilon^{-\pi |l| q - |\delta_1|}}{|l + k, \omega + (\nu, \tilde{\omega})|} \\
\leq \frac{4K^r + 3}{\gamma} \| g \|_r.
\]
Since $K < \left( \frac{2K}{\epsilon_0} \right)^{\frac{1}{r+1}}$, we know that $\| A^{-1} G \| < \frac{1}{2}$, and thus
\[
\|(I + A^{-1} G)^{-1}\| < 2.
\]
From the result above, there is no doubt about the existence of $\bar{h}$. And it satisfies
\[
\bar{h} = (I + A^{-1} G)^{-1} A^{-1} \bar{f}.
\]
As for the estimate of $h(\varphi, \theta, x)$, we have
\[
\|h(\varphi, \theta, x)\|_{r_1 - \delta_1, 2r_2 - \delta_2, r_3 - \delta_3} \\
\leq \sum_{0 < |l| + |\nu| < K} \| \hat{h}_{l, \nu} \|_t e^{2\pi |l| (r_2 - \frac{\delta_2}{2})} e^{2\pi |l| (r_3 - \frac{\delta_3}{2})} \\
= \sum_{0 < |l| + |\nu| < K} \| (I + A^{-1} G)^{-1} A^{-1} \bar{f}_{l, \nu} \|_t e^{2\pi |l| (r_2 - \frac{\delta_2}{2})} e^{2\pi |l| (r_3 - \frac{\delta_3}{2})} \\
\leq \sum_{0 < |l| + |\nu| + |k| < K} \frac{2(|k| + |l| + |\nu| + 1) \tau}{\gamma} \frac{2\pi |k| e^{2\pi |l| (r_2 - \frac{\delta_2}{2})} e^{2\pi |l| (r_3 - \frac{\delta_3}{2})}}{2\pi} \\
\leq \frac{C\epsilon_f}{\gamma \delta_1^{t-r+2}} \| g \|_r
\]
and the error term satisfies
\[
\| P \|_{r_1 - \delta_1, 2r_2 - \delta_2, r_3 - \delta_3} \\
\leq \| R_K f(\varphi, \theta, x) \|_{r_1 - \delta_1, 2r_2 - \delta_2, r_3 - \delta_3} + \| R_K (g(\varphi) \frac{\partial h}{\partial x}) \|_{r_1 - \delta_1, 2r_2 - \delta_2, r_3 - \delta_3} \\
\leq (2K)^{d+1} e^{-2\pi K \delta_1/2} (\epsilon_f + \frac{C\epsilon_g}{\gamma \delta_1^{t-r+2}} \epsilon_f) \\
< 2(2K)^{d+1} \epsilon_f^2.
\]

Using diagonal domination, we can solve the approximate homological equation (3.10), and the following lemma will apply it to reduce the perturbation.

**Lemma 3.3.** Under the conditions of Lemma 3.1, if $(\omega, \tilde{\omega}) \in W L(\gamma', \tau', \tilde{U})$ and $\rho \in DC(\omega, \tilde{\omega})(\gamma'', \tau'')$, there exists a transformation $H \in C_r^{\omega, \omega, \omega, \omega, \omega, \omega, \omega, \omega}(T^{d+1}, T^{d+1})$ where
\[
(r_1, r_2, r_3) = \left( \frac{r_1}{Q_n}, r_2, r_3 - \frac{\Lambda_n - \Delta_n}{3}, r_3 - \frac{\Delta_n}{3} \right),
\]
with
\[
\| H - id \|_{r_1, r_2, r_3} \leq 4\epsilon_{3/4}^{3/1}, \\
\| D(H - id) \|_{r_1, r_2, r_3} \leq 4\epsilon_{5/8}^{3/1}.
\]
such that \( \tilde{H} \) conjugates the system \([3.1]\) to
\[
\dot{x}_+ = \rho + g_*(\varphi) + f_*(\varphi, \theta, \bar{x}_+)
\]
\[
\dot{\theta} = \bar{\omega}
\]
\[
\dot{\varphi} = \omega = (1, \alpha)
\]
where \( \rho + g_* \in \mathcal{F}_{r_1, n, r_2, n, r_3, n}(\rho, 2^{1/2} \varepsilon_n) \) \(\varepsilon_n \) and \( \|g_* - \bar{g}\|_{r_1, n} \leq 3 \varepsilon_n \).

Proof. For simplicity, we drop the subscript \( n \) and denote temporarily \( \bar{g}_0(\varphi) = \bar{g}(\varphi) \), \( \tilde{f}_0(\varphi, \theta, x) = \tilde{f}(\varphi, \theta, x) \), \( \tilde{\eta}_1 = 2 \varepsilon_n \), \( \eta = 2^{1/2} \varepsilon_n \), \( \tilde{r}_1 = \tilde{r}_{1, n} = r_{1, n} = \frac{r_{1, n}^\alpha}{2^\epsilon} \), \( \tilde{r}_2 = r_{2, n-1} \)
\(\tilde{r}_3 = \tilde{r}_{3, n} = r_{3, n-1} - \Delta \). Now we define the following sequences inductively:
\[
\tilde{r}_{1, 0} = \tilde{r}_1, \quad \tilde{r}_{2, 0} = \tilde{r}_2, \quad \tilde{r}_{3, 0} = \tilde{r}_3,
\]
\[
\delta_{1, 1} = \frac{\tilde{r}_{1, 0}}{\delta}, \quad \delta_{1, j} = \frac{1}{2^{j-1}} \delta_{1, 1}, \quad \tilde{r}_{1, j} = \tilde{r}_{1, j-1} - \delta_{1, j},
\]
\[
\delta_{2, 1} = \frac{\Delta_1}{\delta}, \quad \delta_{2, j} = \frac{1}{2^{j-1}} \delta_{2, 1}, \quad \tilde{r}_{2, j} = \tilde{r}_{2, j-1} - \delta_{2, j},
\]
\[
\delta_{3, 1} = \frac{\Delta_1}{\delta}, \quad \delta_{3, j} = \frac{1}{2^{j-1}} \delta_{3, 1}, \quad \tilde{r}_{3, j} = \tilde{r}_{3, j-1} - \delta_{3, j},
\]
\[
\tilde{\eta}_j = \tilde{\eta}_j^{(1/2)}', \quad K_j = \left[ \frac{1}{\pi \delta_{1, j}} \ln \frac{1}{\tilde{\eta}_{j-1}} \right] + 1.
\]
From the above definitions, we can assume that \( \delta_{1, j} < \min \{ \delta_{2, j}, \delta_{3, j}/2 \} \).

Let
\[
N = \left[ \frac{(\ln 2Q_n)^{u+c(\tau+d)}}{2^{(\tau+d+2)} \ln \delta} \right] + 1.
\]
Supposing for \( \nu = 1, 2, \ldots, j < N \), there are \( f_\nu, h_\nu \in C_{r_1, \nu, r_2, \nu, r_3, \nu}(\bar{T}^d, \mathbb{R}), g_\nu \in C_{r_1, \nu, \nu-1}(\bar{T}^2, \mathbb{R}) \), such that the transformation \((\varphi, \theta, \bar{x}_{\nu-1}) = (\varphi, \theta, \bar{x}_\nu + h_\nu(\varphi, \theta, \bar{x}_\nu) \pmod{1}) \) conjugates the system
\[
\dot{x}_{\nu-1} = \rho + g_{\nu-1}(\varphi) + \tilde{f}_{\nu-1}(\varphi, \theta, \bar{x}_{\nu-1})
\]
\[
\dot{\theta} = \bar{\omega}
\]
\[
\dot{\varphi} = \omega = (1, \alpha)
\]
to
\[
\dot{x}_\nu = \rho + \bar{g}_\nu(\varphi) + \tilde{f}_\nu(\varphi, \theta, \bar{x}_\nu)
\]
\[
\dot{\theta} = \bar{\omega}
\]
\[
\dot{\varphi} = \omega = (1, \alpha)
\]
satisfying
\[
\| \tilde{f}_\nu \|_{r_1, \nu, r_2, \nu, r_3, \nu} \leq \tilde{\eta}_\nu, \quad \| h_\nu \|_{r_1, \nu, r_2, \nu, r_3, \nu} \leq \tilde{\eta}_\nu^{3/4},
\]
and \( \bar{g}_\nu = g_{\nu-1} + \int_{\bar{T}^d} \tilde{f}_{\nu-1}(\varphi, \theta, \bar{x}_\nu) d\theta d\bar{x}_\nu \). For \( \nu = j \), under the similar transformation as above, \((\varphi, \theta, \bar{x}_{j-1}) = (\varphi, \theta, \bar{x}_j + h_j \pmod{1}) \), the fibred equation becomes
\[
\dot{x}_j = \rho + g_{j-1}(\varphi) + \tilde{f}_{j-1}(\varphi, \theta, \bar{x}_j) - \partial_\omega h_j - \partial_{\bar{x}_j} h_j - (\rho + g_{j-1}(\varphi)) \frac{\partial h_j}{\partial \bar{x}_j} + h.o.t.
\]
where h.o.t. is higher order terms about $\tilde{f}_{j-1}$ and $h_j$. Then the homological equation is

$$\partial_\nu h_j + \partial_\varphi h_j + (\rho + \tilde{g}_{j-1}(\varphi)) \frac{\partial h_j}{\partial \tilde{\varphi}_j} = \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j) - \int_{T^d \times T} \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j) d\theta d\tilde{x}_j. \quad (3.12)$$

First, we know that

$$\|\tilde{g}_{j-1}\|_{r_1.j-2} \leq \|\tilde{g}\|_{r_1,0} + \sum_{\nu=0}^{j-2} \tilde{\eta}_\nu < 2\varepsilon_n^{1/2}.$$ 

Furthermore, from (3.2)-(3.4), for $j \leq N$, we obtain

$$K_j = \left[ \frac{1}{\pi \delta_{1,j}} \ln \frac{1}{\tilde{\eta}_{j-1}} \right] + 1 < \frac{2 \cdot 3^{j-1}Q_n^3}{r_{1,0}} \ln \frac{1}{\varepsilon_{n-1}} \left< \frac{\varepsilon_{n-1}^{\tau + \varepsilon_d}}{r_{1,0}} \right> \leq \frac{2Q_n^3}{r_{1,0}} \varepsilon_{n-1}^{\tau + \varepsilon_d} \ln \frac{1}{\varepsilon_{n-1}} \left< \frac{1}{\varepsilon_{n-1}/2} \right> < \left( \frac{\gamma^2}{2\varepsilon_{n-1}/2} \right)^{\frac{3}{3}}.$$ 

where $c_1 = 1/(32(\tau + d + 2))$. Moreover, since $(\omega, \tilde{\omega}) \in WL(\gamma', \tau', \tilde{U})$ and $\rho \in DC(\omega, \tilde{\omega})(\gamma''', \tau''')$, by Lemma 3.2, there exists an approximate solution of (3.12) satisfying

$$\|h_j\|_{r_1.j-1} - \delta_{1,j}/2, \tilde{r}_{2,j-1} - \delta_{2,j}/2, \tilde{r}_{3,j-1} - \delta_{3,j}/2 \leq \frac{2^{\tau + d + 1} C}{\gamma \delta_{1,j}} \tilde{\eta}_{j-1} - \tilde{\eta}_{j-1}^3/4 < \frac{\delta_{3,j}}{2},$$

and the error term satisfies

$$\|P_j\|_{r_1.j-1} - \delta_{1,j}/2, \tilde{r}_{2,j-1} - \delta_{2,j}/2, \tilde{r}_{3,j-1} - \delta_{3,j}/2 \leq 2(2K_j)^{d+1} \tilde{\eta}_{j-1}^2 < \tilde{\eta}_{j-1}^2.$$ 

As a consequence, the fibred equation becomes

$$\tilde{x}_j = \rho + \tilde{g}_j(\varphi) + \tilde{f}_j(\varphi, \theta, \tilde{x}_j),$$

where $\tilde{g}_j = \tilde{g}_{j-1} + \int_{T^d \times T} \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j) d\theta d\tilde{x}_j$ and

$$\tilde{f}_j(\varphi, \theta, \tilde{x}_j) + \tilde{f}_j(\varphi, \theta, \tilde{x}_j) \frac{\partial h_j}{\partial \tilde{\varphi}_j} = \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j + h_j(\varphi, \theta, \tilde{x}_j)) - \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j) + P_j - \frac{\partial h_j}{\partial \tilde{\varphi}_j} \int_{T^d \times T} \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j) d\theta d\tilde{x}_j.$$

We have the estimate

$$\|\tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j + h_j(\varphi, \theta, \tilde{x}_j)) - \tilde{f}_{j-1}(\varphi, \theta, \tilde{x}_j)\|_{r_1.j, r_{2,j}, r_{3,j}} \leq \|\frac{\partial \tilde{f}_{j-1}}{\partial \tilde{x}_j}\|_{r_1.j, r_{2,j}, r_{3,j} + \delta_{3,j}/2} \|h_j\|_{r_1.j, r_{2,j}, r_{3,j}} < \tilde{\eta}_{j-1}^3/3.$$
Thus,

\[ \|f_j\|_{\tilde{r}_{1,j}, \tilde{r}_{2,j}, \tilde{r}_{3,j}} < 2(\tilde{\eta}_{j-1}^{3/2} + \tilde{\eta}_{j-1}^{7/3} + \tilde{\eta}_{j-1}^{3/4}) < \tilde{\eta}_{j-1}^{3/2} = \tilde{\eta}_j. \]

By estimate (3.13), we know that we can do the above iterations until \( j = N \). Now we give the estimation of \( \tilde{f}_N \) for \( |3\varphi| \leq \tilde{r}_{1,N} \), \( |3\theta| \leq \tilde{r}_{2,N} \), \( |3\overline{x}_N| \leq \tilde{r}_{3,N} \). In fact, under the Corollary 2.3 we have \( \ln Q_{n+1} \leq e^{(\ln Q_n)^U} \). Then

\[
\left(\frac{3}{2}\right)^N - 1 \geq e^{(\ln Q_n)^U (\ln 2)^{N-N/2}} \geq e^{(\ln Q_n)^U (\ln 2)^{N-N/2}} \frac{\ln 3 \ln 3}{2m_n} \geq e^{(\ln Q_n)^U (\ln 2)^{N-N/2}} \frac{\ln 3 \ln 3}{2m_n} \frac{1}{2},
\]

and therefore,

\[
\|\tilde{f}_N\|_{\tilde{r}_{1,N}, \tilde{r}_{2,N}, \tilde{r}_{3,N}} \leq \tilde{\eta}^{(3/2)N} \leq \tilde{\eta} e^{-(\frac{3}{2})N - 1 \ln \frac{\tilde{\eta}}{2}} \leq \tilde{\eta} e^{-(\ln Q_{n+1}) (\ln 2)^{N-N/2}} \frac{\ln 3 \ln 3}{2m_n} \ln \frac{\tilde{\eta}}{2} \leq \tilde{\eta} e^{-(\ln Q_{n+1}) (\ln 2)^{N-N/2}} \frac{\ln 3 \ln 3}{2m_n} \ln \frac{\tilde{\eta}}{2} e^{(\ln 2)^{N-N/2}} = \varepsilon_n.
\]

There is no harm in denoting \( H_j(\varphi, \theta, \overline{x}_j) = (\varphi, \theta, \overline{x}_j + h_j(\varphi, \theta, \overline{x}_j) \mod 1) \) for \( 1 \leq j \leq N \). Then let

\[
\tilde{H}_j(\varphi, \theta, \overline{x}_j) = H_1 \circ \cdots \circ H_{j-1} \circ H_j(\varphi, \theta, \overline{x}_j),
\]

and \( \tilde{H}_j(\varphi, \theta, \overline{x}_j) \) is analytic for \( (\varphi, \theta, \overline{x}_j) \in T_{d+1}^{T_{d+1}} \) \( f_{\tilde{r}_{1,j}, \tilde{r}_{2,j}, \tilde{r}_{3,j} + \tilde{r}_{3,j}} \) with

\[
\|\partial_{\overline{x}_j}(\pi_3 \circ \tilde{H}_j(\varphi, \theta, \overline{x}_j))\|_{\tilde{r}_{1,j}, \tilde{r}_{2,j}, \tilde{r}_{3,j}} \leq \prod_{\nu=1}^{j-1} (1 + \tilde{\eta}_\nu^{3/4}),
\]

where \( \pi_3 : \mathbb{T}^2 \times \mathbb{T}^{d-2} \times \mathbb{T}^1 \to \mathbb{T}^1 \) is the natural projection to the third variable. Rewriting \( \overline{x}_N \mapsto \overline{x}_+ \) and \( \tilde{H}_N(\varphi, \theta, \overline{x}_+) = (\varphi, \theta, \overline{x}_+ + \tilde{h}(\varphi, \theta, \overline{x}_+) \mod 1) \), we have

\[
\|\tilde{h}(\varphi, \theta, \overline{x}_+)\|_{\tilde{r}_{1,N}, \tilde{r}_{2,N}, \tilde{r}_{3,N}} = \|\pi_3 \circ \tilde{H}_N(\varphi, \theta, \overline{x}_+) - \overline{x}_+\|_{\tilde{r}_{1,N}, \tilde{r}_{2,N}, \tilde{r}_{3,N}} \leq \|\pi_3 \circ (\tilde{H}_N(\varphi, \theta, \overline{x}_+) - \tilde{H}_{N-1}(\varphi, \theta, \overline{x}_+))\|_{\tilde{r}_{1,N}, \tilde{r}_{2,N}, \tilde{r}_{3,N}} \leq \cdots + \|\pi_3 \circ \tilde{H}_1(\varphi, \theta, \overline{x}_+) - \overline{x}_+\|_{\tilde{r}_{1,N}, \tilde{r}_{2,N}, \tilde{r}_{3,N}} \leq \sum_{j=1}^{N-2} \prod_{\nu=0}^{j-2} (1 + \tilde{\eta}_\nu^{3/4}) \|h_j\|_{\tilde{r}_{1,j}, \tilde{r}_{2,j}, \tilde{r}_{3,j}} \leq 4\varepsilon_{n-1}^{3/4},
\]

and

\[
\|D\tilde{h}\|_{\tilde{r}_{1,N} - \frac{\tilde{r}_{1,N}}{2}, \tilde{r}_{2,N} - \frac{\tilde{r}_{2,N}}{2}, \tilde{r}_{3,N} - \frac{\tilde{r}_{3,N}}{2}} \leq 4\varepsilon_{n-1}^{3/4}.
\]
In conclusion, letting \((g_*, f_*) = (\bar{g}_N, \bar{f}_N), \bar{H}(\varphi, \theta, \bar{x}_+) = (\varphi, \theta, \bar{x}_+ + \bar{h}(\varphi, \theta, \bar{x}_+) \pmod{1})\) together with
\[
\|g_*(\varphi) - \bar{g}(\varphi)\|_{r_{1,n}^*} \leq \sum_{j=0}^{N-1} \|\bar{f}_j\|_{r_{1,j}^*,r_{2,j}^*,r_{3,j}^*} < \sum_{j=0}^{N-1} \bar{\eta}_j < 3\varepsilon_{n-1},
\]
we obtain the result. \(\square\)

3.3. Do the inverse transformation of the first step. Via the two transforming steps above, our system has been simplified to some degree. However, the transformation we made in the first step is not close to the identity. So we have to do another transformation in this step, in order to let the ultimate transformation be close to the identity.

**Lemma 3.4.** Under the conditions of Lemma 3.3, there exists a transformation \(\bar{H} \in C^\omega(T^{d+1}, T^{d+1})\), with
\[
\|\bar{H} - id\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} \leq 4\varepsilon_{n-1}^{3/4},
\]
\[
\|D(\bar{H} - id)\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} \leq 4\varepsilon_{n-1}^{1/2},
\]

such that \(\bar{H}\) conjugates the system \((\ref{eq:3.6})\) to
\[
\begin{align*}
\dot{x}_+ &= \rho + g_+(\varphi) + f_+(\varphi, \theta, x_+) \\
\dot{\theta} &= \bar{\omega} \\
\dot{\varphi} &= \omega
\end{align*}
\]
with \(\rho + g_+ + f_+ \in F_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*}(\rho, 4\varepsilon_{n}, \varepsilon_{n}).\)

**Proof.** By Lemma 3.1 and 3.3, there exist \(h \in C^\omega_r(T^2, \mathbb{R})\) and \(\bar{H} \in C^\omega_r(T^{d+1}_n, T^{d+1}_n)\) such that \(H \circ \bar{H}\) conjugates the system \((\ref{eq:3.6})\) to \((\ref{eq:3.11})\), where \(\bar{\partial}_n h = \bar{T}_Q g - \bar{g}(0)\) and \(H(\varphi, \theta, x_+) = (\varphi, \theta, \bar{x}_+ + h(\varphi) \pmod{1})\), \(\bar{H}(\varphi, \theta, \bar{x}_+) = (\varphi, \theta, \bar{x}_+ + \bar{h}(\varphi, \theta, \bar{x}_+) \pmod{1})\). Now let \((\varphi, \theta, \bar{x}_+) = (\varphi, \theta, x_+ + h(\varphi) \pmod{1}) = H^{-1}(\varphi, \theta, x_+).\) Then by the transformation \((\varphi, \theta, x) = H \circ \bar{H} \circ H^{-1}(\varphi, \theta, x_+)\), the fibred equation becomes
\[
\begin{align*}
\dot{x}_+ &= \rho + g_+(\varphi) + \bar{\partial}_n h + f_*(\varphi, \theta, x_+ - h(\varphi)) \\
&= \rho + g + g_*(\varphi) - \bar{g}(\varphi) + f_*(\varphi, \theta, x_+ - h(\varphi)) \\
&= \rho + g_+(\varphi) + f_+(\varphi, \theta, x_+),
\end{align*}
\]
where \(g_+(\varphi) := g(\varphi) + g_*(\varphi) - \bar{g}(\varphi)\), \(f_*(\varphi, \theta, x_+) = f_*(\varphi, \theta, x_+ - h(\varphi))\). Thus, \(\|g_+\|_{r_{1,n}} \leq 4\varepsilon_{n-1} + 4\varepsilon_{n-1} = 4\varepsilon_{n}\) and \(\|f_+\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} \leq \|f_\ast\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} \leq \varepsilon_{n}\) by Lemmas 3.1 and 3.3. Since the transformation \(H^{-1}\) is homotopic to the identity, the fibred rotation number remains the same. That is,
\[
\rho + g_+ + f_+ \in F_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*}(\rho, 4\varepsilon_{n}, \varepsilon_{n}).
\]
Let \(\bar{H} = H \circ \bar{H} \circ H^{-1}\). Then
\[
\bar{H}(\varphi, \theta, x_+) = (\varphi, \theta, x_+ + \bar{h}(\varphi, \theta, x_+ - h(\varphi))),
\]
and hence
\[
\|\bar{H} - id\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} \leq \|\bar{h}(\varphi, \theta, x_+)\|_{r_{1,n}^*,r_{2,n}^*,r_{3,n}^*} < 4\varepsilon_{n-1}^{3/4},
\]
and
\[
\|D(\tilde{H} - id)\|_{r_1,n,r_2,n,r_3,n} \leq \|D\tilde{h}\|_{r_1,n,r_2,n,r_3,n} \|D(H^{-1})\|_{r_1,n,r_2,n,r_3,n} \leq 4\varepsilon_n^{-1/2}.
\]

3.4. Iterative Lemma. According to the above three lemmas, we combine them into the following iterative lemma.

Lemma 3.5. For any \(\varepsilon_0, r_1,0, r_2,0, r_3,0, \gamma', \gamma'', \tau', \tau'' > 0\), \(\gamma := \min\{\gamma', \gamma''\}, \tau := \max\{\tau', \tau''\}\), \(\alpha \in \mathbb{R}\setminus \mathbb{Q} \) with \(\tilde{U} = \tilde{U}(\alpha) < \infty\), the sequences \(\varepsilon_n, \tilde{r}_n, r_1,n, r_2,n, r_3,n\) are defined as in \((3.5)\). If \(\varepsilon_0\) satisfies \((3.3)\) and \((3.4)\), and \((\omega, \tilde{\omega}) \in WL(\gamma', \tau', \tilde{U})\), \(\rho \in DC(\omega, \tilde{\omega})(\gamma'', \tau'')\), then for all \(n \geq 1\) the following holds: If the system
\[
\begin{align*}
\dot{x} &= \rho + g_n(\varphi) + f_n(\varphi, \theta, x) \\
\dot{\theta} &= \tilde{\omega} \\
\phi &= \omega
\end{align*}
\]
(3.14)
satisfies \(\rho + g_n + f_n \in \mathcal{F}_{r_1,n,r_2,n,r_3,n}(\rho, 4\tilde{r}_n, \varepsilon_n)\), then there exists a transformation \(H_n : \mathbb{T}^{d+1} \to \mathbb{T}^{d+1}\) with estimates
\[
\|H_n - id\|_{r_1,n+1,r_2,n+1,r_3,n+1} \leq 4\varepsilon_n^{-3/4},
\]
\[
\|D(H_n - id)\|_{r_1,n+1,r_2,n+1,r_3,n+1} \leq 4\varepsilon_n^{-1/2},
\]
such that it transforms system \((3.14)\) into
\[
\begin{align*}
\dot{x} &= \rho + g_{n+1}(\varphi) + f_{n+1}(\varphi, \theta, x) \\
\dot{\theta} &= \tilde{\omega} \\
\phi &= \omega
\end{align*}
\]
with \(\rho + g_{n+1} + f_{n+1} \in \mathcal{F}_{r_1,n+1,r_2,n+1,r_3,n+1}(\rho, 4\tilde{r}_n+1, \varepsilon_{n+1})\).

4. Proof of the main theorem

Let \(\varepsilon_0\) small enough satisfying \((3.3)\) and \((3.4)\) with \(\tau := \max\{\tau', \tau''\}\), \(\gamma := \min\{\gamma', \gamma''\}, r_{1,0} := r_1, r_{2,0} := r_1, r_{3,0} := r_2\). For convenience, we rewrite the system \((\Omega, \rho + f)\) as
\[
\begin{align*}
\dot{x} &= \rho_f + g(\varphi) + f(\varphi, \theta, x) \\
\dot{\theta} &= \tilde{\omega} \\
\phi &= \omega = (1, \alpha)
\end{align*}
\]
with \(\rho_f + g + f \in \mathcal{F}_{r_1,0, r_2,0, r_3,0}(\rho_f, \varepsilon_0, \varepsilon_0)\), where \(g := \rho - \rho_f\), \(\Omega = (\omega, \tilde{\omega})\), and \(\phi = (\varphi, \theta) \in \mathbb{T}^2 \times \mathbb{T}^{d-2}\). Owing to the fact that \((\omega, \tilde{\omega}) \in WL(\gamma', \tau', \tilde{U})\) and \(\rho_f \in DC(\omega, \tilde{\omega})(\gamma'', \tau'')\), we can apply Lemma 3.3 and obtain the transformation \(H_0 \in C^\omega_{r_1,1,r_2,1,r_3,1}(\mathbb{T}^{d+1}, \mathbb{T}^{d+1})\), such that system \((4.1)\) can be conjugate to
\[
\begin{align*}
\dot{x} &= \rho_f + g_1(\varphi) + f_1(\varphi, \theta, x) \\
\dot{\theta} &= \tilde{\omega} \\
\phi &= \omega
\end{align*}
\]
with \(\rho_f + g_1 + f_1 \in \mathcal{F}_{r_1,1, r_2,1, r_3,1}(\rho_f, 4\tilde{r}_1, \varepsilon_1)\) and \(\|H_0 - id\|_{r_1,1,r_2,1,r_3,1} \leq 4\varepsilon_0^{-3/4}\), \(\|D(H_0 - id)\|_{r_1,1,r_2,1,r_3,1} \leq 4\varepsilon_0^{-1/2}\). Now, by Lemma 3.5, we obtain the sequence of transformations \(H_j \in C^\omega_{r_1,j+1, r_2,j+1, r_3,j+1}(\mathbb{T}^{d+1}, \mathbb{T}^{d+1})\) \((j = 1, \ldots, n - 1)\) such that
which means the limit $H$.

Therefore, we have
\[ \|H_j - id\|_{r_{1,j+1}, r_{2,j+1}, r_{3,j+1}} \leq 4\varepsilon_j^{3/4}, \]
\[ \|D(H_j - id)\|_{r_{1,j+1}, r_{2,j+1}, r_{3,j+1}} \leq 4\varepsilon_j^{1/2}. \]

Then for $H^{(n)}$, we have
\[
\|DH^{(n)}\|_{r_{1,n}, r_{2,n}, r_{3,n}} \\
\leq \|DH_0\|_{r_{1,1}, r_{2,1}, r_{3,1}} \|DH_1\|_{r_{1,2}, r_{2,2}, r_{3,2}} \cdots \|DH_{n-1}\|_{r_{1,n-1}, r_{2,n-1}, r_{3,n-1}} \\
\leq \Pi_{j=0}^{n-1} (1 + 4\varepsilon_j^{1/2}) < 2.
\]

Therefore, we have
\[
\|H^{(n+1)} - H^{(n)}\|_{r_{1,n+1}, r_{2,n+1}, r_{3,n+1}} \\
\leq \|DH^{(n)}\|_{r_{1,n}, r_{2,n}, r_{3,n}} \|H_n - id\|_{r_{1,n+1}, r_{2,n+1}, r_{3,n+1}} \leq 8\varepsilon_n^{3/4},
\]

which means the limit $H^{(n)}$ exists in $C^0$, and we denote $H = \lim_{n \to \infty} H^{(n)}$, $g_\infty = \lim_{n \to \infty} g_n$. To prove the transformation $H$ is actually in $C^\infty$, we have to prove $\frac{\partial^{[m]}H}{\partial \zeta^m}$ exists for all $m \in \mathbb{N}^{d+1}$ (denoting $\zeta := (\varphi, \theta, x)$). Let $r_s = \min\{r_{1,0}, r_{2,0}, r_{3,0}\}$.

Actually, for any $m \in \mathbb{N}^{d+1}$, there exists $n_m \in \mathbb{N}$ so that if $n \geq n_m$, then we have
\[
\frac{4Q_n^3}{r_s} [m] \varepsilon_n^{3/4} < \varepsilon_n^{1/2}, \quad \forall n \geq n_m.
\]

Meanwhile, we have the following inequality, for $n \geq n_m - 1$,\[
\left| \frac{\partial^{[m]}(H^{(n+1)} - H^{(n)})}{\partial \zeta^m} \right| \leq \frac{\|H^{(n+1)} - H^{(n)}\|_{r_{1,n+1}, r_{2,n+1}, r_{3,n+1}}}{r_{1,n+1} [m]} \leq 8 \frac{4Q_n^3}{r_s} [m] \varepsilon_n^{3/4} < 8\varepsilon_n^{1/2}.
\]

In conclusion, the transformation $H$ is actually in $C^\infty$, and under this transformation, the system [4.1] is conjugate to
\[
\dot{x} = \rho_f + g_\infty(\varphi), \\
\dot{\theta} = \hat{\omega}, \\
\dot{\varphi} = \omega,
\]
which can be rewritten as $(\Omega, \rho_f + g_\infty(\varphi))$. The result follows.
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