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#### Abstract

We show that Putzer's method to calculate the matrix exponential in 28] can be generalized to compute an arbitrary matrix function defined by a convergent power series. The main technical tool for adapting Putzer's formulation to the general setting is the omega matrix calculus; that is, an extension of MacMahon's partition analysis to the realm of matrix calculus and the method in 8 . Several results in the literature are shown to be special cases of our general formalism, including the computation of the fractional matrix exponentials introduced by Rodrigo [30]. Our formulation is a much more general, direct, and conceptually simple method for computing analytic matrix functions. In our approach the recursive system of equations the base for Putzer's method is explicitly solved, and all we need to determine is the analytic matrix functions.


## 1. Introduction

Let $\phi(t) \in \mathbb{C}^{N}$ with $N<\infty$, then the solution of the initial value problem

$$
\begin{equation*}
\phi^{\prime}(t)=\mathbf{A} \phi(t), \quad \phi(0)=\phi_{0} \tag{1.1}
\end{equation*}
$$

is

$$
\phi(t)=\exp (t \mathbf{A}) \boldsymbol{\phi}_{0}
$$

where the matrix $\operatorname{exponential~} \exp (\mathbf{A})$ is defined by

$$
\begin{equation*}
\exp (\mathbf{A})=\sum_{k \geq 0} \mathbf{A}^{k} / k! \tag{1.2}
\end{equation*}
$$

which is a matrix valued convergent power series for any $\mathbf{A} \in \mathbb{C}^{N \times N}$. In general terms Putzer [28 constructed a representation of the matrix exponential in 1.2 avoiding the use of the Jordan canonical form and requiring [28, Theorem 2] or not [28, Theorem 1] the knowledge of the eigenvalues of $\mathbf{A}$. Putzer's method has the nice feature of being generic; that is, it holds for any square matrix even with repeated eigenvalues. Other papers searching for analogues of Putzer's result also appeared in different contexts. We recall [1] where the role of the matrix exponential in 1.2 is replaced by the matrix logarithm and extensions to the discrete setting [9, 18] with the matrix power playing the role of the matrix exponential.

[^0]Recently, the fractional analogues of the IVP in (1.1) and their associated solutions were considered in an interesting article [30]. For a historical account on the origins of fractional calculus we refer the reader to the comprehensive work [24, 31] and for applications to [10, 30, 33, 35, 34] and references therein. We review some of the central results of 30 for clearness. In 30 two distinct and well-known fractional versions of the usual derivative were considered; that is, the Caputo fractional derivative

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\alpha} f(t)={ }_{0} D_{t}^{-(\lceil\alpha\rceil-\alpha)} D^{\lceil\alpha\rceil} f(t), \quad t>0 \tag{1.3}
\end{equation*}
$$

and the Riemann-Liouville fractional derivative

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} f(t)=D^{\lceil\alpha\rceil}{ }_{0} D_{t}^{-(\lceil\alpha\rceil-\alpha)} f(t), \quad t>0 \tag{1.4}
\end{equation*}
$$

with $\alpha>0$ and $\lceil\alpha\rceil$ the least integer greater than or equal to $\alpha(0 \leq\lceil\alpha\rceil-\alpha<1)$. We remark that $D^{\lceil\alpha\rceil}$ is the ordinary differential operator of order $\lceil\alpha\rceil$ and the Riemann-Liouville fractional integral of order $\alpha$ is given by

$$
{ }_{0} D_{t}^{-\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, t>0
$$

where $\Gamma(\alpha)$ is the Euler's gamma function [26, Chapter 1]. Note that (1.3) and (1.4) agree with [26, (2.172) and (2.171)] upon setting $p \rightarrow \alpha$ and $n \rightarrow\lceil\alpha\rceil$. We follow the notation in [30]: $D^{-\alpha}, D^{\alpha}$, and $D_{*}^{\alpha}$ stand for ${ }_{0} D_{t}^{-\alpha},{ }_{0} D_{t}^{\alpha}$, and ${ }_{0}^{C} D_{t}^{\alpha}$, respectively. In this way the solution of the IVP

$$
\begin{equation*}
D_{*}^{\alpha} \boldsymbol{\Phi}(t)=\mathbf{A}^{\alpha} \boldsymbol{\Phi}(t), D^{k} \boldsymbol{\Phi}(0+)=\mathbf{A}^{k}, k \in\{0\} \cup[\lceil\alpha\rceil-1] \tag{1.5}
\end{equation*}
$$

is given by the Caputo fractional exponential

$$
\begin{equation*}
\operatorname{Exp}_{*}(t \mathbf{A} ; \alpha)=\sum_{j=0}^{\lceil\alpha\rceil-1}(t \mathbf{A})^{j} E_{\alpha, j+1}\left((t \mathbf{A})^{\alpha}\right) \tag{1.6}
\end{equation*}
$$

and the solution of the IVP

$$
\begin{equation*}
D^{\alpha} \boldsymbol{\Phi}(t)=\mathbf{A}^{\alpha} \boldsymbol{\Phi}(t), \quad D^{k-\lceil\alpha\rceil+\alpha} \boldsymbol{\Phi}(0+)=\mathbf{A}^{k}, \quad k \in\{0\} \cup[\lceil\alpha\rceil-1] \tag{1.7}
\end{equation*}
$$

is given by the Riemann-Liouville fractional exponential

$$
\begin{equation*}
\operatorname{Exp}(t \mathbf{A} ; \alpha)=t^{\alpha-\lceil\alpha\rceil} \sum_{j=0}^{\lceil\alpha\rceil-1}(t \mathbf{A})^{j} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left((t \mathbf{A})^{\alpha}\right) \tag{1.8}
\end{equation*}
$$

with $[n]=\{1, \ldots, n\}$ ( $n$ a positive integer) and

$$
\begin{equation*}
E_{\alpha, \beta}(t \mathbf{A})=\sum_{k \geq 0} \frac{(t \mathbf{A})^{k}}{\Gamma(\alpha k+\beta)} \tag{1.9}
\end{equation*}
$$

an entire function if $\alpha, \beta>0$ known as the matrix Mittag-Leffler function [26, Chapter 1]. We remark that with our choices $E_{\alpha, j+1}$ in 1.6) and $E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}$ in (1.8) are entire $(\alpha-\lceil\alpha\rceil+j+1>0, \forall j \in\{0\} \cup[\lceil\alpha\rceil-1])$ and [30, Lemma 2.1] shows how to define $\mathbf{A}^{\alpha}$ for any $\alpha>0$. More precisely, we have

$$
\mathbb{C}^{m_{k} \times m_{k}} \ni \mathbf{A}_{k}^{\alpha}=\left(\begin{array}{ccccc}
a_{k}^{\alpha} & \binom{\alpha}{1} a_{k}^{\alpha-1} & \ldots & \binom{\alpha}{m_{k}-2} a_{k}^{\alpha-m_{k}+2} & \binom{\alpha}{m_{k}-1} a_{k}^{\alpha-m_{k}+1} \\
0 & a_{k}^{\alpha} & \cdots & \binom{\alpha}{m_{k}-3} a_{k}^{\alpha-m_{k}+3} & \binom{\alpha}{m_{k}-2} a_{k}^{\alpha-m_{k}+2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & a_{k}^{\alpha} & \binom{\alpha}{1} a_{k}^{\alpha-1} \\
0 & 0 & \cdots & 0 & a_{k}^{\alpha}
\end{array}\right)
$$

with

$$
\mathbf{A}^{\alpha}=\mathbf{M}\left(\oplus_{k=1}^{r} \mathbf{A}_{k}^{\alpha}\right) \mathbf{M}^{-1}
$$

and $m_{1}+\cdots+m_{r}=N$. Here $\mathbf{M}$ is a nonsigular matrix such that

$$
\begin{equation*}
\mathbf{M}^{-1} \mathbf{A} \mathbf{M}=\oplus_{k=1}^{r} \mathbf{A}_{k} \equiv \boldsymbol{J} \tag{1.10}
\end{equation*}
$$

and

$$
\binom{\alpha}{\beta}=\frac{\Gamma(\alpha+1)}{\Gamma(\beta+1) \Gamma(\alpha-\beta+1)}
$$

with $\alpha, \beta \in \mathbb{C}$. From now on, $\boldsymbol{O}$ and $\boldsymbol{I}$ stand for the null and the identity matrices, respectively. Note that

$$
\operatorname{Exp}_{*}(t \mathbf{A} ; 1)=\exp (t \mathbf{A})=\operatorname{Exp}(t \mathbf{A} ; 1), \quad \operatorname{Exp}_{*}(\boldsymbol{O} ; \alpha)=\boldsymbol{I}=\operatorname{Exp}(\boldsymbol{O} ; \alpha)
$$

which follows by observing that

$$
E_{1,1}(t \mathbf{A})=\sum_{k \geq 0} \underbrace{\frac{(t \mathbf{A})^{k}}{\Gamma(k+1)}}_{=k!} \stackrel{\sqrt{1.2}}{-} \exp (t \mathbf{A})
$$

Therefore, if we set $\alpha=1$ in 1.5 and 1.7 we recover the well-known IVP in 1.1 with 1.6 and 1.8 reducing to the corresponding solution given by (1.2). An adaptation of Putzer's method to compute the fractional exponential functions in (1.6) and (1.8) as finite linear combinations of constant matrices with time-varying coefficients was obtained in 30, Theorems 5.1 and 5.2]. We also recall a comment taken from [30] highlighting the need for computational methods to determine the fractional matrix exponentials as close to the ordinary matrix exponential in 1.2 as possible and quoted verbatim here: "The numerical computation of these fractional matrix exponentials, akin to [18] for the usual matrix exponential, is of independent interest." Note that [30, Ref. [18]] stands for [25] here. See also [14. Even the extension of the basic properties of the ordinary exponential in 1.2 to the fractional setting is a subject of considerable interest 27, 32. In this respect, 30] asks if the semigroup property of the matrix exponential in 1.2 is valid in the fractional setting with reference to (1.6) and 1.8. Summarizing, the extension of basic results from ODEs to the context of fractional calculus and the construction of computational procedures to determine the fractional matrix exponentials as close to the usual setting as possible are of general interest.

The aim of this work is to introduce a general, direct, and conceptually simple method to compute analytic matrix functions, including the Mittag-Leffler function in 1.9 ) and the fractional matrix exponentials of 30 in 1.6 and 1.8 . In our approach, there is no need to adapt Putzer's formulation as in [1, Theorem 3] or [30, Theorems 5.1 and 5.2 ] dealing with the matrix logarithm and fractional matrix exponentials, respectively. More precisely, we obtain at once the solution of the recursive systems of equations in [28, Theorem 2], [9, Theorem 1], [1, Theorem 3], and [30, Theorems 5.1 and 5.2]. We also show that the determination of the analytic matrix functions depends on the same recursive system of equations in [28] which we explicitly solve. Furthermore, as our method relies on the usual matrix exponential it is more amenable to be treated by standard approaches available to compute 1.2. The main technical tool for our method is based on an extension of the usual Omega Calculus (i.e. MacMahon's partition analysis [20]) to the context of Matrix Analysis introduced recently, the Omega Matrix Calculus (OMC for short) [11, 12, and an approach to compute the matrix exponential using the Jordan canonical
form and properties of the minimal polynomial of a matrix [8]. We remark that OMC is a useful tool in representing a function defined by a convergent power series in terms of other functions under the action of the Omega operator. This feature comprises the starting point of [11] where the OMC was introduced and the inverse of a certain matrix function was used to obtain properties of the exponential in 1.2 (see [11, Lemma 2.3]). Therefore, motivated by the need to compute the fractional matrix exponentials in $(\sqrt{1.6})$ and $(1.8)$ akin to the exponential in $\sqrt{1.2}$ and with the aforementioned useful feature of OMC in mind, it is natural to explore OMC in the context of representing a matrix function defined by a convergent power series in terms of the exponential in 1.2 as we do here.

This work is organized as follows. In Section 2 we state our main result Theorem 2.3. In Section 3 we give some auxiliary results to be used in Section 4 devoted to the proof of Theorem 2.3 . In Section 5 we establish contact with previous results in the literature and we show the versatility of our main result. More precisely, Theorem 2.3 implies [28, Theorem 2], 9, Theorem 1], 1, Theorem 3], and [30, Theorems 5.1 and 5.2]. An example is also included in Section 5 in order to illustrate the simplicity of the proposed method. Finally, we summarize our findings in the conclusion.

## 2. Statement of main Results

First we introduce some notation and give a definition. We let $f_{m}=F^{(m)}(0)$ and

$$
\begin{equation*}
F(t \mathbf{A})=\sum_{m \geq 0} f_{m} t^{m} \mathbf{A}^{m} / m! \tag{2.1}
\end{equation*}
$$

be a convergent matrix valued function. We remark that there are other ways to define matrix functions and the connection between the several definitions is discussed in [29. See also [16]. Of course, if we set $F=\exp$ in (2.1) we recover (1.2). Several other analytic matrix functions such as those considered in [1, 21, 22, and 1.9 are all special cases of 2.1 with appropriate domains of convergence. In this way, our access to OMC is based on the definition that follows. Throughout this article, $\mathbf{0}_{n}$ stands for the null vector in $\mathbb{C}^{n}$.
Definition 2.1. Let $\mathbf{X}_{\mathbf{a}} \in \mathbb{C}^{N \times N}$ for each $\mathbf{a} \in \mathbb{Z}^{n}$ and $\boldsymbol{\lambda}^{\mathbf{a}}=\lambda_{1}^{a_{1}} \cdots \lambda_{n}^{a_{n}}$. We define the linear operator acting on absolutely convergent matrix valued expansions in (2.1) by

$$
\stackrel{\underset{a_{1}=-\infty}{\boldsymbol{\lambda}}}{=} \sum_{a_{n}=-\infty}^{\infty} \cdots \sum_{\mathbf{a}}^{\infty} \boldsymbol{\lambda}^{\mathbf{a}} \stackrel{\text { def }}{=} \mathbf{X}_{\mathbf{0}_{n}}
$$

in an open neighborhood of the complex circles $\left|\lambda_{i}\right|=1$.
Remark 2.2. Definition 2.1 is well-posed in the sense that we can ensure that all expressions considered here have no singularities in the $\lambda_{i}$ variable in an open neighborhood of the circle $\left|\lambda_{i}\right|=1$. As remarked in [2], this is an important ingredient leading to unique Laurent expansions (otherwise, ambiguous results appear as discussed in the introduction of [2]).

In what follows, $d$ stands for the degree of the minimal polynomial of $\mathbf{A}$ 4, 13, 17, 19. We write the set of eigenvalues of $\mathbf{A}$ as

$$
\begin{equation*}
S=\left\{a_{i}\right\}_{i=1}^{r} \tag{2.2}
\end{equation*}
$$

and the multiset

$$
\begin{equation*}
\mathcal{S}=\left\{\alpha_{i}\right\}_{i=1}^{d} \tag{2.3}
\end{equation*}
$$

with $\alpha_{1}, \ldots, \alpha_{n_{1}}=a_{1}, \alpha_{n_{1}+1}, \ldots, \alpha_{n_{1}+n_{2}}=a_{2}$, and so on, until we obtain

$$
\alpha_{n_{1}+\cdots+n_{r-1}+1}, \ldots, \alpha_{n_{1}+\cdots+n_{r-1}+n_{r}}=a_{r}
$$

In other words, the elements of $S$ are the distinct eigenvalues of $\mathbf{A}$ and the elements of $\mathcal{S}$ are the eigenvalues of $\mathbf{A}$ counted with multiplicity. From now on, $F(t \mathbf{A} ; \alpha)$ stands for (1.6), (1.8), and (2.1) with $F(t \mathbf{A} ; 1) \equiv F(t \mathbf{A})$ for $F$ in 2.1. We adopt the convention that $\sum_{k=i}^{j}(\cdots) \equiv 0$ and $\prod_{k=i}^{j}(\cdots) \equiv 1$ if $i>j$ and write $C_{n}^{m}=$ $m!/((m-n)!n!)$ throughout this article.

Using Definition 2.1 we can now state our main result.
Theorem 2.3. Let $\alpha>0$ and

$$
P_{k}(\mathbf{A})=\left\{\begin{array}{ll}
\boldsymbol{I} & \text { if } k=0 \\
\prod_{j=1}^{k}\left(\mathbf{A}-\alpha_{j} \boldsymbol{I}\right) & \text { if } 1 \leq k \leq d-1
\end{array} .\right.
$$

with $\alpha_{j} \in \mathcal{S}$ in 2.3 and $j \in[d]=\cup_{k=1}^{r}\left\{i+n_{1}+\cdots+n_{k-1}+1\right\}_{i=0}^{n_{k}-1}$. Then we have

$$
\begin{equation*}
F(t \mathbf{A} ; \alpha)=\sum_{j=0}^{\lceil\alpha\rceil-1} \sum_{k=0}^{d-1} y_{j+1, k+1}(t) \mathbf{A}^{j} P_{k}\left(\mathbf{A}^{\alpha}\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{j+1, k+1}(t)=\lim _{l \rightarrow \infty} \sum_{m=0}^{l} g_{j m}(t ; \alpha) \stackrel{\lambda}{\stackrel{\lambda}{\Omega}} \lambda^{m} x_{k+1}\left(t^{\alpha} / \lambda\right) \tag{2.5}
\end{equation*}
$$

with $g_{j m}(t ; \alpha)$ given by

$$
g_{j m}(t ; \alpha)= \begin{cases}\frac{m!t^{j}}{\Gamma(\alpha m+j+1)} & \text { for } F \text { in } 1.6, \\ \frac{m!t^{j+\alpha-\lceil\alpha\rceil}}{\Gamma(\alpha m+\alpha-\lceil\alpha\rceil+j+1)} & \text { for } F \text { in } 1.8,\end{cases}
$$

$g_{1 m}(t ; 1)=f_{m}$ for $F$ in 2.1 and $x_{j}$ is determined recursively by

$$
\begin{align*}
& x_{i+n_{1}+\cdots+n_{k-1}+1}(t) \\
& =\sum_{i_{1}+\cdots+i_{k}=i} \prod_{m=1}^{k-1} C_{n_{m}-1}^{i_{m}+n_{m}-1} \frac{(-1)^{n_{m}}}{a_{m \mid k}^{i_{m}+n_{m}}} \frac{t^{i_{k}}}{i_{k}!} \exp \left(a_{k} t\right) \\
& \quad-\sum_{j=1}^{k-1} \sum_{l=0}^{n_{j}-1} a_{k \mid j}^{l} \sum_{i_{j}+\cdots+i_{k-1}=i} C_{n_{j}-l-1}^{i_{j}+n_{j}-l-1} \prod_{m=j+1}^{k-1} C_{n_{m}-1}^{i_{m}+n_{m}-1}  \tag{2.6}\\
& \quad \times \prod_{m=j}^{k-1} \frac{(-1)^{n_{m}}}{a_{m \mid k}^{i_{m}+n_{m}}} x_{l+n_{1}+\cdots+n_{j-1}+1}(t)
\end{align*}
$$

with $a_{k} \in S$ in 2.2 and $a_{k \mid j}=a_{k}-a_{j}$.
Before we prove Theorem 2.3 we introduce some auxiliary results.

## 3. Auxiliary Results

We begin this section by recalling some basic results regarding OMC following [11. See also [2, 20] for the introduction of the Omega package, a computer algebra package in MATHEMATICA that implements the Omega calculus, and for the original formulation in the scalar case $(N=1)$, respectively.

A particular example of a matrix valued function defined by a convergent power series for any $\mathbf{A} \in \mathbb{C}^{N \times N}$ and satisfying the requirements of Definition 2.1 is the matrix exponential in 1.2 . It follows from [11, Lemma 2.3] that

$$
\begin{equation*}
\boldsymbol{\phi}(t)=\exp (t \mathbf{A}) \boldsymbol{\phi}_{0}=\stackrel{\lambda}{\Omega} \exp (t \lambda)(\boldsymbol{I}-\mathbf{A} / \lambda)^{-1} \boldsymbol{\phi}_{0} \tag{3.1}
\end{equation*}
$$

Note that (3.1) is a generalization of the elimination rule proposed in the last equation of [3] dealing with the scalar case. We need a convergent Neumann series for

$$
(\boldsymbol{I}-\mathbf{A} / \lambda)^{-1}
$$

if one wants to use Definition 2.1 to prove (3.1). Following [11, Lemma 2.3], we introduce a rescaling

$$
\lambda \rightarrow \lambda / z
$$

with a small complex parameter $z \neq 0$ such that the Neumann series

$$
\begin{equation*}
(\boldsymbol{I}-z \mathbf{A} / \lambda)^{-1}=\sum_{n \geq 0}(z \mathbf{A} / \lambda)^{n} \tag{3.2}
\end{equation*}
$$

converges if $\|\mathbf{A} / \lambda\|<1 /|z|$. Since all matrix norms are equivalent if $N<\infty$, we write generically $\|\cdot\|$ without further specification of the norm used. We analyze now how the parameter $z$ is used to prove (3.1). We have

$$
\stackrel{\stackrel{\lambda}{\Omega}}{=} \exp (t \lambda / z)(\boldsymbol{I}-z \mathbf{A} / \lambda)^{-1} \stackrel{\sqrt{1.2 p}, \sqrt{3.2}}{=} \sum_{m, n \geq 0} \frac{t^{m} z^{n}}{m!z^{m}} \mathbf{A}^{n} \underbrace{\stackrel{\lambda}{\Omega} \lambda^{m-n}}_{=\delta_{m, n}} \stackrel{\sqrt{1.22}}{=} \exp (t \mathbf{A})
$$

with $\delta_{m, n}$ the Kronecker delta. After the application of the Omega operator the parameter $z$ cancels out in (3.1)! For this reason, we omit $z$ from the notation in the right hand side of (3.1), but we assume this observation is used throughout this work whenever necessary to ensure convergence.

We recall that [28, Theorems 1 and 2] gives a representation of the exponential function in 1.2 as a finite matrix sum. Other relevant papers in this direction employing distinct methods and including other matrix functions comprise [8] using the Jordan canonical form and properties of the minimal polynomial of a matrix, [23, 36] using the Horner polynomials, [5, 6, 7, 21, 22] concerning a combinatorial method based on generalized Fibonacci sequences, and [15] using path-sums. The representation of the analytic matrix function (2.1) as a finite sum is expected from the Cayley-Hamilton theorem which relates $\mathbf{A}^{N} \in \mathbb{C}^{N \times N}$ to lower powers of $\mathbf{A}$. Note that the proof of [28, Theorems 1 and 2] uses the Cayley-Hamilton theorem, but the proof holds if the characteristic polynomial

$$
\begin{equation*}
p(x)=\operatorname{det}(x \boldsymbol{I}-\mathbf{A})=\prod_{i=1}^{r}\left(x-a_{i}\right)^{m_{i}} \tag{3.3}
\end{equation*}
$$

is replaced by any annihilating polynomial; that is, a polynomial $f$ such that $f(\mathbf{A})=$ $\boldsymbol{O}$. In particular, it holds for the annihilating polynomial of the smallest possible
degree $d$ called the minimal polynomial [13, 17, 19 ,

$$
\begin{equation*}
q(x)=\prod_{i=1}^{r}\left(x-a_{i}\right)^{n_{i}}=x^{d}+c_{d-1} x^{d-1}+\cdots+c_{1} x+c_{0} \tag{3.4}
\end{equation*}
$$

with $1 \leq n_{i} \leq m_{i}$. Therefore, it is clear that the expansion

$$
\begin{equation*}
F(t \mathbf{A})=\sum_{k=0}^{d-1} f_{k}(t) P_{k}(\mathbf{A}) \tag{3.5}
\end{equation*}
$$

for $F$ in (2.1) holds and the problem now becomes how to determine the coefficients $f_{k}(t)$ in (3.5). We write

$$
\begin{equation*}
\boldsymbol{J}=\left(\oplus_{i=1}^{r} \mathbf{A}_{i}\right) \oplus \boldsymbol{B} \tag{3.6}
\end{equation*}
$$

for $\boldsymbol{J}$ in 1.10 with

$$
\mathbb{C}^{n_{i} \times n_{i}} \ni \mathbf{A}_{i}=\left(\begin{array}{ccccc}
a_{i} & 1 & \cdots & 0 & 0 \\
0 & a_{i} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & a_{i} & 1 \\
0 & 0 & \cdots & 0 & a_{i}
\end{array}\right)
$$

representing the block of $\boldsymbol{J}$ associated with the eigenvalue $a_{i}$ of $\mathbf{A}$ with $i \in[r]$. We also let $\boldsymbol{B}$ in (3.6) represent the remaining blocks, which might be of order zero if the minimal and the characteristic polynomials coincide as is the case if $m_{i}=1$ in (3.3) with $i \in[r]$. See [8, Theorem 2]. The Jordan canonical form in (3.6) is used in [8] as a key strategy to obtain the system of equations satisfied by the time-varying coefficients; that is, the coefficients $f_{k}(t)$ in (3.5) with $F \equiv \exp$. As discussed in [8, this is not a restrictive procedure, because similar matrices have the same explicit expansion in 3.5. More precisely, we have the following lemma.

Lemma 3.1. The following equivalence holds

$$
F(t \mathbf{A})=\sum_{k=0}^{d-1} f_{k}(t) P_{k}(\mathbf{A}) \Leftrightarrow F(t \boldsymbol{J})=\sum_{k=0}^{d-1} f_{k}(t) P_{k}(\boldsymbol{J})
$$

The proof of the above lemma follows directly from 1.10 . We use Lemma 3.1 in the proof of Theorem 2.3 in the next section. We also need two auxiliary lemmas. From now on, we write $\mathbf{A}=\left((\mathbf{A})_{i, j}\right)$; that is, the element in row $i$ and column $j$ of the matrix $\mathbf{A}$ is $(\mathbf{A})_{i, j}$.

Lemma 3.2. Let

$$
\mathbf{A}=\left(\begin{array}{ccccc}
a_{1} & 1 & \cdots & 0 & 0 \\
0 & a_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & a_{d-1} & 1 \\
0 & 0 & \cdots & 0 & a_{d}
\end{array}\right)
$$

with $a_{i} \neq 0$ for $i \in[d]$. Then

$$
\left(\mathbf{A}^{-1}\right)_{i, j}=\frac{(-1)^{i-j}}{\prod_{k=i}^{j} a_{k}}
$$

with $j \geq i$.

Proof. The proof follows by induction on $d$. We need a formula for the inverse of a block triangular matrix

$$
\mathbf{A}^{-1}=\left(\begin{array}{cc}
\boldsymbol{B}_{1} & \boldsymbol{B}_{2}  \tag{3.7}\\
\boldsymbol{O} & \boldsymbol{B}_{3}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\boldsymbol{B}_{1}^{-1} & -\boldsymbol{B}_{1}^{-1} \boldsymbol{B}_{2} \boldsymbol{B}_{3}^{-1} \\
\boldsymbol{O} & \boldsymbol{B}_{3}^{-1}
\end{array}\right)
$$

for non-singular blocks $\boldsymbol{B}_{i}$ with $i=1,3$. The base case is direct and gives $\boldsymbol{B}_{3}^{-1}=$ $a_{d}^{-1}$. The induction step comprises assuming

$$
\begin{equation*}
\left(\boldsymbol{B}_{1}^{-1}\right)_{i, j}=\frac{(-1)^{i-j}}{\prod_{k=i}^{j} a_{k}} \tag{3.8}
\end{equation*}
$$

Therefore,

$$
-\left(\boldsymbol{B}_{1}^{-1} \boldsymbol{B}_{2} \boldsymbol{B}_{3}^{-1}\right)_{i}=-\frac{\left(\boldsymbol{B}_{1}^{-1}\right)_{i, d-1}}{a_{d}}=\frac{(-1)^{i-d}}{\prod_{k=i}^{d} a_{k}}
$$

using (3.8 to obtain the second equality and the result follows from 3.7.
Lemma 3.3. The coefficients $f_{k}(t)$ in (3.5) are unique.
Proof. The proof by contradiction is similar to the one given in [8, Proposition 2]. Recall that $P_{k}(\mathbf{A})$ in Theorem 2.3 is a polynomial of degree at most $d-1$. Next, observe that

$$
\begin{aligned}
& \sum_{k=0}^{d-1} f_{k+1}(t) P_{k}(\mathbf{A})=F(t \mathbf{A})=\sum_{k=0}^{d-1} g_{k+1}(t) P_{k}(\mathbf{A}) \\
& \Rightarrow \sum_{k=0}^{d-1}\left(f_{k+1}(t)-g_{k+1}(t)\right) P_{k}(\mathbf{A})=\boldsymbol{O}
\end{aligned}
$$

Hence we have $f_{k+1}(t) \equiv g_{k+1}(t)$ for all $k \in[d-1]$, for otherwise we would have an annihilator with smaller degree than $q$ in (3.4), contradicting the fact that $q$ is minimal.

In the next section we prove Theorem 2.3 using Lemmas 3.1 and 3.2 .

## 4. Proof of Theorem 2.3

For clearness, since many blocks are involved in the decomposition (3.6), we use the notation $\boldsymbol{I}_{k} \equiv \boldsymbol{I}_{n_{k}} \in \mathbb{C}^{n_{k} \times n_{k}}$ for the identity matrix associated with the block indexed by $k$ in $\boldsymbol{J}$. Similar considerations apply to the null matrix $\boldsymbol{O}_{k}$. For simplicity of notation, we write $\mathbf{A}_{i \mid j}=\mathbf{A}_{i}-a_{j} \boldsymbol{I}_{i}$. We are now ready to prove Theorem 2.3.

Proof of Theorem 2.3. First, we show that

$$
\begin{equation*}
\exp (t \mathbf{A})=\sum_{k=0}^{d-1} x_{k+1}(t) P_{k}(\mathbf{A}) \tag{4.1}
\end{equation*}
$$

with $x_{k+1}(t)$ determined recursively by (2.6). The finite sum in 4.1 holds since the minimal polynomial in (3.4) is (by definition) an annihilator. Following Lemma 3.1 , we restrict our attention to $\boldsymbol{J}$ in $(3.6)$ to determine the coefficients $x_{k+1}(t)$ in 4.1. We have

$$
\left(\oplus_{k=1}^{r} \exp \left(t \mathbf{A}_{k}\right)\right) \oplus \exp (t \boldsymbol{B})=\exp (t \boldsymbol{J})=\sum_{l=0}^{d-1} x_{l+1}(t)\left(\left(\oplus_{k=1}^{r} \mathbf{A}_{k}^{l}\right) \oplus \boldsymbol{B}^{l}\right)
$$

Without loss of generality we consider the blocks $\mathbf{A}_{k}$ with $k \in[r]$ except $\boldsymbol{B}$, which results in redundant information as already noted in [8, Lemma 4]. Therefore, from now on, we focus on

$$
\exp \left(t \mathbf{A}_{k}\right)=\sum_{l=0}^{d-1} x_{l+1}(t) P_{l}\left(\mathbf{A}_{k}\right)
$$

with $k \in[r]$. Next, using (3.1) we obtain

$$
\left(\exp \left(t \mathbf{A}_{k}\right)\right)_{i, j}=\stackrel{\lambda}{\Omega} \exp (t \lambda)\left(\left(\boldsymbol{I}_{k}-\mathbf{A}_{k} / \lambda\right)^{-1}\right)_{i, j}
$$

Using Lemma 3.2 we have

$$
\begin{align*}
\left(\left(\boldsymbol{I}_{k}-\mathbf{A}_{k} / \lambda\right)^{-1}\right)_{i, j} & =-\lambda\left(\left(\mathbf{A}_{k}-\lambda \boldsymbol{I}_{k}\right)^{-1}\right)_{i, j} \\
& =\frac{(-1)^{i-j-1} \lambda}{\left(a_{k}-\lambda\right)^{j-i+1}}  \tag{4.2}\\
& =\frac{1}{\lambda^{j-i}\left(1-a_{k} / \lambda\right)^{j-i+1}}
\end{align*}
$$

Therefore, it follows that

$$
\left(\exp \left(t \mathbf{A}_{k}\right)\right)_{i, j}=\stackrel{\stackrel{\lambda}{\Omega}}{=} \frac{\exp (\lambda t)}{\lambda^{j-i}\left(1-a_{k} / \lambda\right)^{j-i+1}}=\frac{D_{a_{k}}^{(j-i)}}{(j-i)!} \stackrel{\stackrel{\lambda}{\Omega}}{\underbrace{=}_{=\exp \left(a_{k} t\right)} \frac{\exp (\lambda t)}{1-a_{k} / \lambda}}=\frac{t^{j-i} \exp \left(a_{k} t\right)}{(j-i)!}
$$

with $1 \leq i \leq j \leq n_{k}$. Next, we write $[d]=\cup_{i=1}^{r}\left\{l+n_{1}+\cdots+n_{i-1}+1\right\}_{l=0}^{n_{i}-1}$ to obtain

$$
\begin{align*}
& \left(\exp \left(t \mathbf{A}_{k}\right)\right)_{i, j} \\
& =\sum_{l=0}^{n_{1}-1} x_{l+1}(t)(\underbrace{\mathbf{A}_{k \mid 1}^{l}}_{=P_{l}\left(\mathbf{A}_{k}\right)})_{i, j}+\sum_{l=0}^{n_{2}-1} x_{l+n_{1}+1}(t)(\underbrace{\mathbf{A}_{k \mid 1}^{n_{1}} \mathbf{A}_{k \mid 2}^{l}}_{=P_{l+n_{1}}\left(\mathbf{A}_{k}\right)})_{i, j}  \tag{4.3}\\
& +\cdots+\sum_{l=0}^{n_{k}-1} x_{l+n_{1}+\cdots+n_{k-1}+1}(t)(\underbrace{}_{\left.=P_{l+n_{1}+\cdots+n_{k-1}\left(\mathbf{A}_{k}\right)}^{\prod_{m=1}^{k-1} \mathbf{A}_{k \mid m}^{n_{m}} \mathbf{A}_{k \mid k}^{l}}\right)_{i, j}}
\end{align*}
$$

using $\mathbf{A}_{k \mid k}^{n_{k}}=\boldsymbol{O}_{k}$. By multiplying $\prod_{m=1}^{k-1} \mathbf{A}_{k \mid m}^{-n_{m}}$ on both sides of 4.3) we find

$$
\begin{aligned}
\left(\prod_{m=1}^{k-1} \mathbf{A}_{k \mid m}^{-n_{m}} \exp \left(t \mathbf{A}_{k}\right)\right)_{i, j}= & \sum_{l=0}^{n_{1}-1} x_{l+1}(t)\left(\prod_{m=2}^{k-1} \mathbf{A}_{k \mid m}^{-n_{m}} \mathbf{A}_{k \mid 1}^{-\left(n_{1}-l\right)}\right)_{i, j} \\
& +\sum_{l=0}^{n_{2}-1} x_{l+n_{1}+1}(t)\left(\prod_{m=3}^{k-1} \mathbf{A}_{k \mid m}^{-n_{m}} \mathbf{A}_{k \mid 2}^{-\left(n_{2}-l\right)}\right)_{i, j} \\
& +\cdots+\sum_{l=0}^{n_{k}-1} x_{l+n_{1}+\cdots+n_{k-1}+1}(t)\left(\mathbf{A}_{k \mid k}^{l}\right)_{i, j}
\end{aligned}
$$

Equation (2.6 now follows by noting that

$$
\left(\mathbf{A}_{k \mid k}^{l}\right)_{i, j}=\stackrel{\left.\stackrel{\lambda}{\Omega} \lambda^{l}\left(\left(\boldsymbol{I}_{k}-\mathbf{A}_{k} / \lambda\right)^{-1}\right)_{i, j}\right|_{a_{k}=0} \stackrel{\sqrt[4.2]{ }}{\stackrel{\lambda}{\Omega}} \stackrel{\lambda^{l-j+i}}{=}=\delta_{j, l+i}}{ }
$$

and

$$
\begin{aligned}
\left(\mathbf{A}_{k \mid l}^{-m}\right)_{i, j} & =\sum_{i_{2}, \ldots, i_{m}=1}^{n_{k}} \prod_{n=1}^{m}\left(\mathbf{A}_{k \mid l}^{-1}\right)_{i_{n}, i_{n+1}} \\
& =(-1)^{i-j} a_{k \mid l}^{-m} \sum_{j_{1}+\cdots+j_{m}=j-i} a_{k \mid l}^{-j_{1}-\cdots-j_{m}} \\
& =C_{m-1}^{j-i+m-1} \frac{(-1)^{m}}{a_{l \mid k}^{j-i+m}}
\end{aligned}
$$

where $i_{1} \equiv i$ and $i_{m+1} \equiv j$. The change of variables $j_{n}=i_{n+1}-i_{n} \geq 0$ (recall that the matrix $\mathbf{A}_{k \mid l}^{-1}$ is upper triangular) was used to obtain the second equality. The last equality follows from the well-known fact that the binomial coefficient $C_{m-1}^{j-i+m-1}$ counts the number of solutions of the linear diophantine equation $j_{1}+\cdots+j_{m}=j-i$ in non-negative integers.

Next, we show that

$$
\begin{equation*}
F(t \mathbf{A})=\lim _{l \rightarrow \infty} \sum_{m=0}^{l} f_{m} \stackrel{\stackrel{\lambda}{\Omega}}{=} \lambda^{m} \exp (t \mathbf{A} / \lambda) \tag{4.4}
\end{equation*}
$$

Indeed, starting with the right-hand side of 4.4 we obtain

$$
\begin{aligned}
\lim _{l \rightarrow \infty} \sum_{m=0}^{l} f_{m} \stackrel{\lambda}{\Omega} \lambda^{m} \exp (t \mathbf{A} / \lambda) & \stackrel{(1.2)}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega}\left(f_{m} \lambda^{m} \sum_{k \geq 0}^{\left.\frac{t^{k} \mathbf{A}^{k}}{k!\lambda^{k}}\right)}\right. \\
& =\lim _{l \rightarrow \infty} \sum_{m=0}^{l} \sum_{k \geq 0} f_{m} \frac{t^{k} \mathbf{A}^{k}}{k!} \underbrace{\stackrel{\lambda}{\Omega} \lambda^{m-k}}_{=\delta_{k, m}} \stackrel{\text { 2.11 }}{=} F(t \mathbf{A}) .
\end{aligned}
$$

Equation (2.4) for $F$ in (2.1) follows using (4.1) with the replacement $t \rightarrow t / \lambda$ in the right hand side of 4.4).

Finally, the proof of $(2.4)$ for $F$ in $\sqrt{1.6}$ and $\sqrt{1.8}$ is similar, except that we use $\exp \left(t^{\alpha} \mathbf{A}^{\alpha} / \lambda\right)$ instead of $\exp (t \mathbf{A} / \lambda)$, to obtain

$$
\begin{equation*}
t^{\beta-1} E_{\alpha, \beta}\left((t \mathbf{A})^{\alpha}\right)=\lim _{l \rightarrow \infty} \sum_{m=0}^{l} g_{j m}(t ; \alpha) \stackrel{\lambda}{\Omega} \lambda^{m} \exp \left(t^{\alpha} \mathbf{A}^{\alpha} / \lambda\right) \tag{4.5}
\end{equation*}
$$

where $\beta$ is given by $j+1$ and $\alpha-\lceil\alpha\rceil+j+1$ for $F$ in (1.6) and (1.8), respectively. The required result now follows using (4.1) along with the replacement $(t, \mathbf{A}) \rightarrow$ $\left(t^{\alpha} / \lambda, \mathbf{A}^{\alpha}\right)$ in the right-hand side of 4.5) and multiplying by $\mathbf{A}^{j}$ before summing over $j \in\{0\} \cup[\lceil\alpha\rceil-1]$.

From now on, we write $y_{1, k+1}(t) \equiv y_{k+1}(t)$ in 2.4.
Note that, as a consequence of Theorem 2.3. the computation of an analytic matrix function is reduced to the calculation of $x_{k+1}(t)$ using 2.6. Another nice feature of Theorem 2.3 is presented in the next section. More precisely, we show that Theorem 2.3 along with Lemma 3.3 imply several known results as special cases.

## 5. Connection with previous work

In this section we show that Theorem 2.3 and Lemma 3.3 imply [28, Theorem 2], [9, Theorem 1], 1, Theorem 3], and 30, Theorems 5.1 and 5.2].
5.1. Theorem 2.3, Lemma 3.3, and [28, Theorem 2]. Putzer's original formulation is obtained from Theorem 2.3 by setting $f_{m} \equiv 1$ in 2.4 and observing that

$$
y_{k+1}(t) \stackrel{(2.5)}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega} \lambda^{m} x_{k+1}(t / \lambda)=x_{k+1}(t)
$$

We show that our approach implies [28, Theorem 2]. More precisely, we have

$$
\begin{gather*}
x_{1}^{\prime}(t)=\alpha_{1} x_{1}(t) \\
x_{k}^{\prime}(t)=\alpha_{k} x_{k}(t)+x_{k-1}(t) \text { if } 2 \leq k \leq d \tag{5.1}
\end{gather*}
$$

with

$$
\begin{equation*}
x_{1}(0)=1 \quad \text { and } x_{k}(0)=0 \text { for } 2 \leq k \leq d \tag{5.2}
\end{equation*}
$$

By taking the $t$-derivative on both sides of 4.1 we find that

$$
\begin{equation*}
\mathbf{A} \exp (t \mathbf{A})=\sum_{k=0}^{d-1} x_{k+1}(t) \mathbf{A} P_{k}(\mathbf{A})=\sum_{k=0}^{d-1} x_{k+1}^{\prime}(t) P_{k}(\mathbf{A}) \tag{5.3}
\end{equation*}
$$

Next, observe that

$$
\begin{equation*}
\mathbf{A} P_{k}(\mathbf{A})=P_{k+1}(\mathbf{A})+\alpha_{k+1} P_{k}(\mathbf{A}) \tag{5.4}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\sum_{k=0}^{d-1} x_{k+1}(t) \mathbf{A} P_{k}(\mathbf{A})=\sum_{k=0}^{d-1} \alpha_{k+1} x_{k+1}(t) P_{k}(\mathbf{A})+\sum_{k=0}^{d-2} x_{k+1}(t) P_{k+1}(\mathbf{A}) \tag{5.5}
\end{equation*}
$$

which follows from $P_{d}(\mathbf{A})=q(\mathbf{A})=\boldsymbol{O}$ using (3.4). It follows from (5.3) and (5.5) that

$$
\begin{equation*}
\sum_{k=0}^{d-1} x_{k+1}^{\prime}(t) P_{k}(\mathbf{A})=\sum_{k=0}^{d-1} \alpha_{k+1} x_{k+1}(t) P_{k}(\mathbf{A})+\sum_{k=1}^{d-1} x_{k}(t) P_{k}(\mathbf{A}) \tag{5.6}
\end{equation*}
$$

Thus, by comparing the corresponding coefficients of $P_{k}(\mathbf{A})$ in 5.6) we obtain the desired result using Lemma 3.3. Finally, setting $t=0$ in 4.1 we obtain

$$
\left.\exp (t \mathbf{A})\right|_{t=0}=\boldsymbol{I}=\sum_{k=0}^{d-1} x_{k+1}(0) P_{k}(\mathbf{A})
$$

and using Lemma 3.3 once again we obtain the initial conditions stated in 5.2 .
5.2. Theorem 2.3, Lemma 3.3, and 9, Theorem 1]. We show that the main result of [9, Theorem 1] follows from our approach using (2.1) with $F(\mathbf{A})=\mathbf{A}^{n}$. In this case the analogue of the IVP in 1.1) is given by

$$
\boldsymbol{x}(n+1)=\mathbf{A} \boldsymbol{x}(n), \boldsymbol{x}(0)=\boldsymbol{x}_{0} \Rightarrow \boldsymbol{x}(n)=\mathbf{A}^{n} \boldsymbol{x}_{0}
$$

with the role of $\exp (\mathbf{A})$ in 1.2 played by $\mathbf{A}^{n}$ in the discrete setting. See 9 , Theorems 1 and 2] and [18. We have

$$
\begin{equation*}
\mathbf{A}^{n}=\sum_{k=0}^{d-1} x_{k+1}(n) P_{k}(\mathbf{A}) \tag{5.7}
\end{equation*}
$$

where

$$
\begin{gathered}
x_{1}(n+1)=\alpha_{1} x_{1}(n) \\
x_{k}(n+1)=\alpha_{k} x_{k}(n)+x_{k-1}(n) \quad \text { if } 2 \leq k \leq d
\end{gathered}
$$

with $x_{1}(0)=1$ and $x_{k}(0)=0$ for $2 \leq k \leq d$.
The proof of 5.7 follows from Theorem 2.3 (with $t=1$ ) by observing that

$$
\exp (\mathbf{A} / \lambda)=\sum_{k=0}^{d-1} x_{k+1}(1 / \lambda) P_{k}(\mathbf{A})
$$

to obtain

$$
\mathbf{A}^{n}=n!\stackrel{\lambda}{\Omega} \lambda^{n} \exp (\mathbf{A} / \lambda)=\sum_{k=0}^{d-1} n!\left(\stackrel{\lambda}{\Omega} \lambda^{n} x_{k+1}(1 / \lambda)\right) P_{k}(\mathbf{A})
$$

and the result follows using (5.1). Indeed, we have

$$
n!\stackrel{\lambda}{\Omega} \lambda^{n} \boldsymbol{x}(1 / \lambda)=n!\stackrel{\lambda}{\Omega} \lambda^{n} \exp (\boldsymbol{B} / \lambda) \boldsymbol{x}_{0}=\boldsymbol{B}^{n} \boldsymbol{x}_{0}=\boldsymbol{x}(n)
$$

where $\boldsymbol{x}(1 / \lambda)=\left(x_{1}(1 / \lambda), \ldots, x_{d}(1 / \lambda)\right)^{T}, \boldsymbol{x}(n)=\left(x_{1}(n), \ldots, x_{d}(n)\right)^{T}$,

$$
\boldsymbol{B}=\left(\begin{array}{ccccc}
\alpha_{1} & 0 & \cdots & 0 & 0 \\
1 & \alpha_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \alpha_{d-1} & 0 \\
0 & 0 & \cdots & 1 & \alpha_{d}
\end{array}\right)
$$

and $\boldsymbol{x}_{0}=\left(1, \mathbf{0}_{d-1}\right)^{T}$.
5.3. Theorem 2.3, Lemma 3.3, and 1, Theorem 3]. In this case we have $F(t \mathbf{A}) \equiv \ln (\boldsymbol{I}+t \mathbf{A})$ with $\|t \mathbf{A}\|<1$ and we show that

$$
\begin{gather*}
\left(1+\alpha_{1} t\right) y_{1}^{\prime}(t)=\alpha_{1} \\
\left(1+\alpha_{2} t\right) y_{2}^{\prime}(t)=-t y_{1}^{\prime}(t)+1  \tag{5.8}\\
\left(1+\alpha_{k+1} t\right) y_{k+1}^{\prime}(t)=-t y_{k}^{\prime}(t) \quad \text { if } 2 \leq k \leq d-1
\end{gather*}
$$

with

$$
\begin{equation*}
y_{1}(0)=\cdots=y_{d}(0)=0 \tag{5.9}
\end{equation*}
$$

Our strategy here is to show that $y_{l}^{\prime}(t)$ given in Theorem 2.3 with

$$
f_{m}=m!(-1)^{m-1} / m
$$

satisfying system 5.8. In this case we have

$$
\begin{equation*}
\ln (\boldsymbol{I}+t \mathbf{A})=\sum_{k=0}^{d-1} y_{k+1}(t) P_{k}(\mathbf{A}) \tag{5.10}
\end{equation*}
$$

By taking the $t$-derivative on both sides of 5.10 we have

$$
\frac{\mathbf{A}}{\boldsymbol{I}+t \mathbf{A}}=\sum_{k=0}^{d-1} y_{k+1}^{\prime}(t) P_{k}(\mathbf{A}) \Rightarrow \mathbf{A}=(\boldsymbol{I}+t \mathbf{A}) \sum_{k=0}^{d-1} y_{k+1}^{\prime}(t) P_{k}(\mathbf{A})
$$

Thus, we find that

$$
\alpha_{1} P_{0}(\mathbf{A})+P_{1}(\mathbf{A})=\mathbf{A}=\sum_{k=0}^{d-1}\left(1+\alpha_{k+1} t\right) y_{k+1}^{\prime}(t) P_{k}(\mathbf{A})+t \sum_{k=0}^{d-2} y_{k+1}^{\prime}(t) P_{k+1}(\mathbf{A})
$$

using (5.4) and $P_{d}(\mathbf{A})=\boldsymbol{O}$. By comparing the corresponding coefficients on both sides of the equation above we find the desired result using Lemma 3.3. Finally, setting $t=0$ in 5.10 we obtain

$$
\left.\ln (\boldsymbol{I}+t \mathbf{A})\right|_{t=0}=\boldsymbol{O}=\sum_{k=0}^{d-1} y_{k+1}(0) P_{k}(\mathbf{A})
$$

and using Lemma 3.3 once again we obtain the initial conditions stated in 5.9 .
5.4. Theorem 2.3, Lemma 3.3, and [30, Theorem 5.1]. We let $j, l \in\{0\} \cup[\lceil\alpha\rceil-$ $1]$ and $k \in[d-1]$. First, we recall some well-known facts from [24, 26. We have

$$
\begin{equation*}
\Gamma^{-1}(-\alpha)=0 \tag{5.11}
\end{equation*}
$$

if $\alpha \in \mathbb{N}_{0}$. See, e.g., [26, (1.6)]. We also recall

$$
\begin{equation*}
D^{\beta} t^{\alpha}=\frac{\Gamma(\alpha+1)}{\Gamma(\alpha-\beta+1)} t^{\alpha-\beta} \tag{5.12}
\end{equation*}
$$

if $\alpha>-1$. See [24, Appendix D, Ic] and [26, Chapter 2].
We show that the Caputo fractional matrix exponential admits the representation

$$
\operatorname{Exp}_{*}(t \mathbf{A} ; \alpha)=\sum_{j=0}^{\lceil\alpha\rceil-1} \sum_{k=0}^{d-1} y_{j+1, k+1}(t) \mathbf{A}^{j} P_{k}\left(\mathbf{A}^{\alpha}\right)
$$

with

$$
\begin{gather*}
D_{*}^{\alpha} y_{j+1,1}=\alpha_{1} y_{j+1,1} \\
D_{*}^{\alpha} y_{j+1, k+1}=\alpha_{k+1} y_{j+1, k+1}+y_{j+1, k} \quad \text { if } 1 \leq k \leq d-1,  \tag{5.13}\\
D^{l} y_{j+1,1}(0+)=\delta_{j, l}, \quad D^{l} y_{j+1, k+1}(0+)=0 \tag{5.14}
\end{gather*}
$$

If follows from 4.5 with $\beta=j+1$ that

$$
\begin{equation*}
t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)=\sum_{k=0}^{d-1} y_{j+1, k+1}(t) P_{k}\left(\mathbf{A}^{\alpha}\right) \tag{5.15}
\end{equation*}
$$

By taking the fractional derivative $D_{*}^{\alpha}$ in 1.3 on both sides we find that

$$
\begin{equation*}
t^{j} \mathbf{A}^{\alpha} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)=\sum_{k=0}^{d-1} D_{*}^{\alpha} y_{j+1, k+1}(t) P_{k}\left(\mathbf{A}^{\alpha}\right) \tag{5.16}
\end{equation*}
$$

using

$$
\begin{aligned}
D_{*}^{\alpha}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right) & \stackrel{\boxed{1.3}}{-} D^{-(\lceil\alpha\rceil-\alpha)} D^{\lceil\alpha\rceil}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right) \\
& \stackrel{\boxed{1.9}}{-} D^{-(\lceil\alpha\rceil-\alpha)}\left(\sum_{k \geq 0} \frac{t^{\alpha k+j-\lceil\alpha\rceil}\left(\mathbf{A}^{\alpha}\right)^{k}}{\Gamma(\alpha k+j-\lceil\alpha\rceil+1)}\right) \\
& \stackrel{\boxed{5.11}}{=} D^{-(\lceil\alpha\rceil-\alpha)}\left(\sum_{k \geq 1} \frac{t^{\alpha k+j-\lceil\alpha\rceil}\left(\mathbf{A}^{\alpha}\right)^{k}}{\Gamma(\alpha k+j-\lceil\alpha\rceil+1)}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{5.12}{=} \sum_{k \geq 1} \frac{t^{\alpha(k-1)+j}\left(\mathbf{A}^{\alpha}\right)^{k}}{\Gamma(\alpha(k-1)+j)} \\
& \sqrt{1.9} t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)
\end{aligned}
$$

Note that to obtain the third equality we have used $j \in\{0\} \cup[\lceil\alpha\rceil-1]$. We can now follow exactly what we have done in Subsection 5.1 by using (5.4) with the replacement $\mathbf{A} \rightarrow \mathbf{A}^{\alpha},(5.15)$, and $(5.16$ ) to obtain the system in (5.13). We now turn to the initial conditions in 5.14). We show that

$$
\lim _{t \searrow 0} D^{l}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right)=\delta_{j, l} \boldsymbol{I}=\sum_{k=0}^{d-1} D^{l} y_{j+1, k+1}(0+) P_{k}\left(\mathbf{A}^{\alpha}\right)
$$

which implies 5.14. We have

$$
D^{l} t^{\alpha n+j}=(\alpha n+j)(\alpha n+j-1) \cdots(\alpha n+j-l+1) t^{\alpha n+j-l}
$$

with $\alpha n+j-l>0$ if $n>0$. Here, the smallest possible exponent in $t^{\alpha n+j-l}$ for fixed $\alpha$ and $j$ occurs when $l=\lceil\alpha\rceil-1$ (recall that $j, l \in\{0\} \cup[\lceil\alpha\rceil-1]$ ). In this case we have

$$
\alpha n+j-l=\underbrace{\alpha(n-1)+j}_{\geq 0}+\underbrace{\alpha-\lceil\alpha\rceil+1}_{>0}>0 .
$$

Therefore, we obtain $\lim _{t \searrow 0} t^{\alpha n+j-l}=0$ if $n>0$, which implies

$$
\lim _{t \searrow 0} D^{l}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right)=\left(\lim _{t \searrow 0} j(j-1) \cdots(j-l+1) t^{j-l} / \Gamma(j+1)\right) \boldsymbol{I}
$$

Next, note that

$$
\begin{aligned}
j(j-1) \cdots(j-l+1) / \Gamma(j+1) & =\underbrace{(j / \Gamma(j+1))}_{=\Gamma^{-1}(j)}(j-1) \cdots(j-l+1) \\
& =\cdots=\Gamma^{-1}(j-l+1) .
\end{aligned}
$$

Thus, we obtain

$$
\lim _{t \searrow 0} D^{l}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right)=\left(\lim _{t \searrow 0} t^{j-l} / \Gamma(j-l+1)\right) \boldsymbol{I} .
$$

We consider three cases $j-l<0, j-l=0$, and $j-l>0$. The first and third cases give zero using (5.11) and taking $t \searrow 0$, respectively. We are left with $j=l$, which gives

$$
\lim _{t \searrow 0} D^{l}\left(t^{j} E_{\alpha, j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right)=\boldsymbol{I} .
$$

5.5. Theorem 2.3, Lemma 3.3, and [30, Theorem 5.2]. We show that the Riemann-Liouville fractional matrix exponential admits the representation

$$
\operatorname{Exp}(t \mathbf{A} ; \alpha)=\sum_{j=0}^{\lceil\alpha\rceil-1} \sum_{k=0}^{d-1} y_{j+1, k+1}(t) \mathbf{A}^{j} P_{k}\left(\mathbf{A}^{\alpha}\right)
$$

with

$$
\begin{gather*}
D^{\alpha} y_{j+1,1}=\alpha_{1} y_{j+1,1} \\
D^{\alpha} y_{j+1, k+1}=\alpha_{k+1} y_{j+1, k+1}+y_{j+1, k} \quad \text { if } 1 \leq k \leq d-1  \tag{5.17}\\
D^{l-\lceil\alpha\rceil+\alpha} y_{j+1,1}(0+)=\delta_{l, j}, \quad D^{l-\lceil\alpha\rceil+\alpha} y_{j+1, k+1}(0+)=0 \tag{5.18}
\end{gather*}
$$

If follows from 4.5 with $\beta=\alpha-\lceil\alpha\rceil+j+1$ that

$$
\begin{equation*}
t^{\alpha-\lceil\alpha\rceil+j} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)=\sum_{k=0}^{d-1} y_{j+1, k+1}(t) P_{k}\left(\mathbf{A}^{\alpha}\right) \tag{5.19}
\end{equation*}
$$

By taking the fractional derivative $D^{\alpha}$ in 1.4 on both sides we have

$$
\begin{equation*}
t^{\alpha-\lceil\alpha\rceil+j} \mathbf{A}^{\alpha} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)=\sum_{k=0}^{d-1} D^{\alpha} y_{j+1, k+1}(t) P_{k}\left(\mathbf{A}^{\alpha}\right) \tag{5.20}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
D^{\alpha}\left(t^{\alpha-\lceil\alpha\rceil+j} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right) \stackrel{\lceil 5.12\rceil}{-} t^{-\lceil\alpha\rceil+j} E_{\alpha,-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{aligned}
E_{\alpha,-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right) & \stackrel{\boxed{1.9}}{-} \sum_{k \geq 0} \frac{\left(t^{\alpha} \mathbf{A}^{\alpha}\right)^{k}}{\Gamma(\alpha k-\lceil\alpha\rceil+j+1)} \\
& \stackrel{5.11}{=} \sum_{k \geq 1} \frac{\left(t^{\alpha} \mathbf{A}^{\alpha}\right)^{k}}{\Gamma(\alpha k-\lceil\alpha\rceil+j+1)} \\
& \stackrel{1.9}{-} t^{\alpha} \mathbf{A}^{\alpha} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right) .
\end{aligned}
$$

Note that 5.21 is a special case of the scalar case in [26, (1.82)]. We can now follow exactly what we have done in Subsection 5.1 by using (5.4) with the replacement $\mathbf{A} \rightarrow \mathbf{A}^{\alpha}$, 5.19), and 5.20 to obtain the system in 5.17). We now turn to the initial conditions in 5.18). We show that

$$
\begin{aligned}
& \lim _{t \searrow 0} D^{l-\lceil\alpha\rceil+\alpha}\left(t^{\alpha-\lceil\alpha\rceil+j} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right) \\
& =\delta_{j, l} \boldsymbol{I}=\sum_{k=0}^{d-1} D^{l-\lceil\alpha\rceil+\alpha} y_{j+1, k+1}(0+) P_{k}\left(\mathbf{A}^{\alpha}\right),
\end{aligned}
$$

which implies 5.18. Indeed, using

$$
D^{l-\lceil\alpha\rceil+\alpha}\left(t^{\alpha-\lceil\alpha\rceil+j} E_{\alpha, \alpha-\lceil\alpha\rceil+j+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)\right)=t^{j-l} E_{\alpha, j-l+1}\left(t^{\alpha} \mathbf{A}^{\alpha}\right)
$$

and following the analogous calculations done in the previous subsection we find the desired result. The details are left to the reader.
5.6. Example. We revisit the example considered in [30, Section 6] to illustrate the simplicity of the approach proposed in Theorem 2.3. First, let us compute

$$
\operatorname{Exp}_{*}(t \mathbf{A} ; 1 / 2)=E_{1 / 2,1}\left(t^{1 / 2} \mathbf{A}^{1 / 2}\right)
$$

using (1.6) with

$$
\mathbf{A}=\left(\begin{array}{ll}
5 / 2 & 3 / 2 \\
3 / 2 & 5 / 2
\end{array}\right) \Rightarrow \mathbf{A}^{1 / 2}=\left(\begin{array}{ll}
3 / 2 & 1 / 2 \\
1 / 2 & 3 / 2
\end{array}\right)
$$

The eigenvalues of $\mathbf{A}^{1 / 2}$ can be easily seen to be $a_{1}=1$ and $a_{2}=2$, after correcting a minor typo presented in the expression for $\mathbf{A}^{1 / 2}$ in [30, Section 6]; that is, the off-diagonal elements must be positive. Using (2.6) we have

$$
\begin{equation*}
x_{1}(t)=e^{t} \quad \text { and } \quad x_{2}(t)=e^{2 t}-e^{t} . \tag{5.22}
\end{equation*}
$$

Thus, we obtain

$$
\begin{align*}
\operatorname{Exp}_{*}(t \mathbf{A} ; 1 / 2) & =y_{1,1}(t) P_{0}\left(\mathbf{A}^{1 / 2}\right)+y_{1,2}(t) P_{1}\left(\mathbf{A}^{1 / 2}\right) \\
& =\left(\begin{array}{cc}
y_{1,1}(t)+y_{1,2}(t) / 2 & y_{1,2}(t) / 2 \\
y_{1,2}(t) / 2 & y_{1,1}(t)+y_{1,2}(t) / 2
\end{array}\right) \tag{5.23}
\end{align*}
$$

where

$$
\begin{aligned}
y_{1,1}(t) & \stackrel{\text { 2.5 }}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega} \frac{m!\lambda^{m}}{\Gamma(m / 2+1)} x_{1}\left(t^{1 / 2} / \lambda\right) \\
& \stackrel{\text { 5.22) }}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega} \frac{m!\lambda^{m}}{\Gamma(m / 2+1)} \exp \left(t^{1 / 2} / \lambda\right) \\
& =\lim _{l \rightarrow \infty} \sum_{m=0}^{l} \sum_{k \geq 0} \frac{m!t^{k / 2}}{k!\Gamma(m / 2+1)} \underbrace{\stackrel{\lambda}{\Omega} \lambda^{m-k}}_{=\delta_{m, k}} \\
& =E_{1 / 2,1}\left(t^{1 / 2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
y_{1,2}(t) & \stackrel{\boxed{2.5}}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega} \frac{m!\lambda^{m}}{\Gamma(m / 2+1)} x_{2}\left(t^{1 / 2} / \lambda\right) \\
& \stackrel{5.22}{=} \lim _{l \rightarrow \infty} \sum_{m=0}^{l} \stackrel{\lambda}{\Omega} \frac{m!\lambda^{m}}{\Gamma(m / 2+1)}\left(\exp \left(2 t^{1 / 2} / \lambda\right)-\exp \left(t^{1 / 2} / \lambda\right)\right) \\
& =E_{1 / 2,1}\left(2 t^{1 / 2}\right)-E_{1 / 2,1}\left(t^{1 / 2}\right)
\end{aligned}
$$

using Theorem 2.3
Note that (5.23) agrees with the example in [30, Section 6] apart from the minor typo previously mentioned and another one in [30, (6.1)]. The correct expression is given in [26, (1.107)] and reads as follows

$$
\begin{align*}
& \int_{0}^{t} \tau^{\beta_{1}-1} E_{\alpha, \beta_{1}}\left(z_{1} \tau^{\alpha}\right)(t-\tau)^{\beta_{2}-1} E_{\alpha, \beta_{2}}\left(z_{2}(t-\tau)^{\alpha}\right) d \tau  \tag{5.24}\\
& =\frac{z_{1} E_{\alpha, \beta_{1}+\beta_{2}}\left(z_{1} t^{\alpha}\right)-z_{2} E_{\alpha, \beta_{1}+\beta_{2}}\left(z_{2} t^{\alpha}\right)}{z_{1}-z_{2}} t^{\beta_{1}+\beta_{2}-1}
\end{align*}
$$

with $\beta_{1}, \beta_{2}>0$ and $z_{1}, z_{2}$ arbitrary complex numbers such that $z_{1} \neq z_{2}$. Note that the factor $t^{\beta_{1}+\beta_{2}-1}$ is missing in the right hand side of [30, (6.1)]. Using (5.24) and taking into account the corrected value for $y_{1,2}(t)$ we obtain

$$
\begin{aligned}
y_{1,2}(t) & =2 t^{1 / 2} E_{1 / 2,3 / 2}\left(2 t^{1 / 2}\right)-t^{1 / 2} E_{1 / 2,3 / 2}\left(t^{1 / 2}\right) \\
& =E_{1 / 2,1}\left(2 t^{1 / 2}\right)-E_{1 / 2,1}\left(t^{1 / 2}\right)
\end{aligned}
$$

in agreement with [30, (6.2)].
Finally, we consider

$$
\operatorname{Exp}(t \mathbf{A} ; 1 / 2)=t^{-1 / 2} E_{1 / 2,1 / 2}\left(t^{1 / 2} \mathbf{A}^{1 / 2}\right)
$$

using (1.8). Following the procedure used to obtain (5.23) we find that

$$
\operatorname{Exp}(t \mathbf{A} ; 1 / 2)=\left(\begin{array}{cc}
y_{1,1}(t)+y_{1,2}(t) / 2 & y_{1,2}(t) / 2 \\
y_{1,2}(t) / 2 & y_{1,1}(t)+y_{1,2}(t) / 2
\end{array}\right)
$$

with

$$
y_{1,1}(t)=t^{-1 / 2} E_{1 / 2,1 / 2}\left(t^{1 / 2}\right) \text { and } y_{1,2}(t)=2 E_{1 / 2,1}\left(2 t^{1 / 2}\right)-E_{1 / 2,1}\left(t^{1 / 2}\right)
$$

Conclusion. We have shown how to generalize Putzer's method in order to cover all analytic matrix functions using the OMC [11] and the approach described in [8] based on the Jordan canonical form and the minimal polynomial. Several results are shown to be special cases of the general approach introduced in this work. Indeed, we have shown that Theorem 2.3 along with Lemma 3.3 imply [28, Theorem 2], [9, Theorem 1], [1, Theorem 3], and [30, Theorems 5.1 and 5.2]. Furthermore, our approach allows us to recursively compute $x_{k}(t)$ in Theorem 2.3 using 2.6 and, once $x_{k}(t)$ is determined, Putzer's like representations of all analytic matrix functions follow at once using Theorem 2.3. An example related to the fractional matrix functions in 1.6 and 1.8 is included to illustrate the simplicity and versatility of the method described in Theorem 2.3. This work reinforces the message put forward hitherto in [11, 12] that OMC is a useful tool in generalizing and unifying previous work.
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