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#### Abstract

In this article we analyze the bistable dynamics of a Nicholson's blowflies equation with Allee effect. Using Lyapunov-LaSalle invariance principle, we study the stability and basins of attraction of multiple equilibria. Also we study the existence, stability, and multiplicity of nontrivial steadystate solution and periodic solutions. These solutions generate long transient oscillatory patterns and asymptotic stable oscillatory patterns.


## 1. Introduction

A biological species is said to exhibit an Allee effect in a habitat patch if its per capita rate of growth is decreasing at low densities. If the growth rate in the patch is negative when the density is below some threshold value, the species is said to exhibit a strong Allee effect. If the per capita growth rate remains positive at low densities, the species is said to exhibit a weak Allee effect.

In a system with Allee effect, there usually exists a threshold under which the species will go to extinction. Namely, the species could not be expected to establish itself in the patch if introduced into the patch at a low enough density. In other words, it could not invade the patch. Moreover, it is typical that in such a system there are multiple stable equilibrium points. The study of Allee effect on the dynamic behaviors of mathematical models provides enhanced insight into how Allee effects arise in the model outcomes, and is helpful for preventing the extinction of endangered species.

In this article we consider the dynamical behavior of the delayed diffusive system

$$
\begin{gather*}
\frac{\partial}{\partial t} u(t, x)=d \Delta u(t, x)-\delta u(t, x)+p u^{\gamma}(t-\tau, x) e^{-a u(t-\tau, x)}, \quad x \in \Omega \\
\frac{\partial}{\partial \mathbf{n}} u(t, x)=0, \quad x \in \partial \Omega \tag{1.1}
\end{gather*}
$$

for $t \geq 0$, where $d, p, \tau, a$, and $\delta$ are positive constants, $\Omega$ is a connected bounded open domain in $\mathbb{R}^{N}(N \geq 1)$ with a smooth boundary $\partial \Omega$. In biology, $u(t, x)$ represents the population density of a species at time $t$ and location $x, \delta$ is the per capita adult death rate, $d$ describes the random movement of individuals, $\tau$ is a delay which usually represents the generation time.

[^0]When $\gamma=1$, it becomes the classical Nicholson's blowflies equation which has been extensively studied in the literature [5, 12, 13]. For example, Guo [5] investigated the existence, stability, and multiplicity of nontrivial (spatially homogeneous or nonhomogeneous) steady-state solution and periodic solutions for a reactiondiffusion model with nonlocal delay effect and Dirichlet/Neumann boundary condition and then illustrate the general results by applications to the classical Nicholson's blowflies equation with one-dimensional spatial domain. Yi and Zou [12] studied the stability and existence of Hopf bifurcation of a delayed diffusive Nicholson's blowflies equation with Neumann boundary condition by applying maximun principal and some subtle inequalities. When $\gamma>1$, the population growth rate is negative or decreasing function at low population size or density, which was found by Allee [1] and is termed as the strong Allee effect [2]. For the model (1.1) with $d=0$ and Allee effect $\gamma>1$, Terry [9] considered a special case of $\gamma=2$ and found conditions of population extinction and persistence. For the case of $0<\gamma<1$, Buedo-Fernández and Liz [3] established sharp global stability conditions for the positive equilibrium of equation (1.1) without diffusion. However, there are very few results for system (1.1) with general $\gamma$.

In system (1.1), with the change of variables

$$
\hat{u}=a u, \quad \hat{t}=\delta t, \quad \hat{\tau}=\delta \tau, \quad \hat{d}=\frac{d}{\delta}, \quad \hat{p}=\frac{p}{\delta a^{\gamma-1}}
$$

and removing the hat, we obtain the equation

$$
\begin{gather*}
\frac{\partial}{\partial t} u(x, t)=d \Delta u(t, x)-u(t, x)+p u^{\gamma}(t-\tau, x) e^{-u(t-\tau, x)}, \quad x \in \Omega, t \geq 0  \tag{1.2}\\
\frac{\partial}{\partial \mathbf{n}} u(x, t)=0, \quad x \in \partial \Omega t \geq 0
\end{gather*}
$$

In this article, we analyze the dynamics of model 1.2 with $\gamma>1$, including the existence, stability, Hopf bifurcation of steady states. We shall see that the change of $p$ results in the presence of spatially homogeneous/nonhomogeneous steady-state solutions, while the presence of the time delay $\tau$ may cause some nonlinear oscillations and hence can be regarded as a source of instability and oscillatory response of system.

In a differential equation, either a steady state or a periodic orbit can be obtained by determining the zeros of an appropriate map and applying the LyapunovSchmidt procedure (for more details see [6]). In this article, we employ the LyapunovSchmidt reduction and the implicit function theorem to investigate the existence, uniqueness, bifurcation of spatially nonhomogeneous steady-state solutions (see Theorems 5.1 and 5.2 . We shall see that the spatially nonhomogeneous steadystate solutions obtained by this means have an explicit algebraic form, which is helpful in the investigation of their stability and Hopf bifurcation. We set

$$
\begin{aligned}
& p_{*}=e^{\gamma-1}(\gamma-1)^{1-\gamma}, \quad p^{*}=e^{\gamma} \gamma^{1-\gamma} \\
& p_{n}^{*}=\left(\gamma+1+\sigma_{n}\right)^{1-\gamma} \exp \left\{\gamma+1+\sigma_{n}\right\}
\end{aligned}
$$

for $n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. We shall see that the extinction steady state $u_{0}^{*}$ is always locally stable, is globally asymptotically stable when $p$ is small (that is, $p<p_{*}$ ), and attracts all small initial values regardless of $\tau$ when $p>p_{*}$. Therefore, the species goes to extinction if $p$ is small (that is, $p<p^{*}$ ), and it persists if $p$ is large and the initial population is appropriate.

In addition to the extinction steady state $u_{0}^{*}=0$, there exist two positive steady states $u_{2}^{*}(p)>u_{1}^{*}(p)>0$ when the growth rate parameter $p>p_{*}$ and there is no positive steady state when $p<p_{*}$. The intermediate steady state $u_{1}^{*}(p)$ is always unstable; and the large steady state $u_{2}^{*}(p)$ is locally stable for $p_{*}<p<p_{0}^{*}$ and all $\tau>0$, but it becomes unstable for $p>p_{0}^{*}$ and large $\tau$. Moreover, $u_{2}^{*}(p)$ attracts all large initial values regardless of $\tau$ for a more restricted range of $p$. Therefore, our results confirm that the dynamics of system $\sqrt{1.2}$ ) is bistable due to the Allee effect structure.

When $p$ is large, time-delay-inducing oscillatory patterns occur near both positive equilibria $u_{1}^{*}(p)$ and $u_{2}^{*}(p)$, generating unstable and stable periodic solutions around respective steady states. For large $\tau$, unstable periodic solutions around $u_{1}^{*}(p)$ cause long transient oscillatory patterns before solutions eventually converge to one of asymptotic stable states: the extinction state or the persistence state, which makes a bistable structure. The persistence state can be either the equilibrium $u_{2}^{*}(p)$ or a stable limit cycle around $u_{2}^{*}(p)$. Namely, for large $p>0$, a large initial density always keeps the population persist in an oscillatory fashion.

The remaining parts of this article are organized as follows. Some preliminaries are present in Section 2. Section 3 is devoted to the local/global stability and Hopf bifurcation of constant steady states. In Section 4 we first obtain the a priori bounds of nonnegative steady state solutions, which also identifies the regions of parameters of nonexistence of positive non-constant steady-state solutions, and then we use Leray-Schauder degree theory to investigate the existence of non-constant steady-state solutions. In section 5, we employ the Lyapunov-Schmidt reduction to obtain the existence, multiplicity, and concrete structural forms of spatially nonhomogeneous steady-state solution. Section 6is devoted to the Hopf bifurcation at the nontrivial constant steady-state solutions. Finally, conclude our results and discuss some future work in Section 7

## 2. Preliminaries

Denote by $H^{k}(\Omega)(k \geq 0)$ the Sobolev space of the $L^{2}$-functions $f(x)$ defined on $\Omega$ whose derivatives $\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} f(n=1, \ldots, k)$ also belong to $L^{2}(\Omega)$. Denote the spaces $\mathbb{X}=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ and $\mathbb{Y}=L^{2}(\Omega)$, where $H_{0}^{1}(\Omega)=\left\{u \in H^{1}(\Omega) \left\lvert\, \frac{\partial}{\partial \mathbf{n}} u(x)=0\right.\right.$ for all $x \in \partial \Omega\}$. For any subspace $Z$ of $\mathbb{X}$ or $\mathbb{Y}$, we also define the complexification of $Z$ to be $Z_{\mathbb{C}}:=Z \oplus i Z=\left\{x_{1}+i x_{2} \mid x_{1}, x_{2} \in Z\right\}$. For the complex-valued Hilbert space $\mathbb{Y}_{\mathbb{C}}$, we use the standard inner product $\langle u, v\rangle=\int_{\Omega} \bar{u}(x) v(x) \mathrm{d} x$. For convenience, let

$$
\begin{equation*}
f(u)=p u^{\gamma} e^{-u} \tag{2.1}
\end{equation*}
$$

Note that

$$
\begin{gathered}
f^{\prime}(u)=p u^{\gamma-1} e^{-u}(\gamma-u), \\
f^{\prime \prime}(u)=p u^{\gamma-2} e^{-u}\left[\gamma(\gamma-1)-2 \gamma u+u^{2}\right]
\end{gathered}
$$

then we see that $f^{\prime}(u)>0$ for all $u \in(0, \gamma)$ and $f^{\prime}(u)<0$ for all $u \in(\gamma,+\infty)$, $f(u) \leq f_{\max }=f(\gamma)=p \gamma^{\gamma} e^{-\gamma}$ for all $u>0$, and that $f^{\prime \prime}(u)$ has two zero points $\xi_{-}$ and $\xi_{+}$satisfying $0<\xi_{-}<\gamma<\xi_{+}$(see Figure 1). In fact, $\xi_{ \pm}=\gamma \pm \sqrt{\gamma}$.

The initial value of system $\sqrt{1.2}$ is $\phi \in \mathcal{C}$, where

$$
\mathcal{C}=\{\phi \in C([-\tau, 0], \mathbb{X}): \phi(\theta, x) \geq 0 \text { for all }(\theta, x) \in[-\tau, 0] \times \Omega\}
$$

First, we have the following positivity and boundedness of solutions to system $\sqrt{1.2}$.


Figure 1. The graph of function $f(x)=p u^{\gamma} e^{-u}$ with $p>p_{*}$ and $\gamma>1$.

Lemma 2.1. The solution of system (1.2) with initial value $\phi \in \mathcal{C}$ is positive for all $t>0$ and $x \in \Omega$ and is ultimately uniformly bounded.

Proof. It follows from system 1.2 that

$$
\frac{\partial}{\partial t} u(x, t) \geq d \Delta u(t, x)-u(t, x)
$$

for all $t \in[0, \tau]$ and $x \in \Omega$. By the strong maximum principle, we see that $u(x, t)>0$ for all $t \in[0, \tau]$ and $x \in \Omega$. Repeating the above step for $t \in[j \tau,(j+1) \tau]$ with $j \in \mathbb{N}$, we obtain that $u(t, x)$ is positive for all $t>0$ and $x \in \Omega$. In addition, note that

$$
\frac{\partial}{\partial t} u(x, t) \leq d \Delta u(t, x)-u(t, x)+f_{\max }
$$

for all $t>0$ and $x \in \Omega$. Then the strong maximum principle implies that

$$
\limsup _{t \rightarrow+\infty} u(t, x) \leq f_{\max }
$$

for all $x \in \Omega$. Namely, $u(t, x)$ is ultimately uniformly bounded.
Assume $u$ is a constant steady state of system 1.2. Obviously, $u=0$ is always a constant steady state. If $u>0$, then it satisfies $p=u^{1-\gamma} e^{u}$. Let $g(u)=u^{1-\gamma} e^{u}$, then we have $g^{\prime}(u)=u^{-\gamma} e^{u}(u-\gamma+1)$. Obviously, $\lim _{u \rightarrow 0^{+}} g(u)=+\infty, g(+\infty)=$ $+\infty, g^{\prime}(u)<0$ for $u \in(0, \gamma-1)$, and $g^{\prime}(u)>0$ for $u \in(\gamma-1,+\infty)$. At $u=\gamma-1$, $g(u)$ attains its minimum value $g_{\min }=e^{\gamma-1}(\gamma-1)^{1-\gamma}$. Thus, the solution to $p=u^{1-\gamma} e^{u}$ undergoes a saddle-node bifurcation at $p=g_{\min }$. Namely, we have the following results on the existence and multiplicity of nonnegative constant steady states of 1.2 (see Figure 2).

Lemma 2.2. For system (1.2) with $\gamma>1, u_{0}^{*}=0$ is a steady state for all $p>0$. Moreover,
(i) If $p<p_{*}:=e^{\gamma-1}(\gamma-1)^{1-\gamma}$, there is no positive constant steady state.
(ii) If $p=p_{*}$, there exists a unique positive constant steady state $u^{*}=\gamma-1$.


Figure 2. The graph of function $g(u)=u^{1-\gamma} e^{u}$ with $\gamma>1$.
(iii) If $p>p_{*}$, there are exactly two distinctive positive constant steady states $u_{1}^{*}(p)$ and $u_{2}^{*}(p)$ satisfying

$$
\begin{gathered}
0<u_{1}^{*}(p)<\gamma-1<u_{2}^{*}(p), \quad f^{\prime}\left(u_{1}^{*}(p)\right)>1>f^{\prime}\left(u_{2}^{*}(p)\right) \\
\frac{\mathrm{d}}{\mathrm{~d} p} u_{1}^{*}(p)<0<\frac{\mathrm{d}}{\mathrm{~d} p} u_{2}^{*}(p)
\end{gathered}
$$

(iv) If $p_{*}<p<p^{*}:=e^{\gamma} \gamma^{1-\gamma}$ then $0<u_{1}^{*}(p)<\gamma-1<u_{2}^{*}(p)<\gamma$.
(v) If $p>p^{*}$ then $0<u_{1}^{*}(p)<\gamma-1<\gamma<u_{2}^{*}(p)$.

The following lemma shows that when the initial function is less than the smaller positive constant steady state $u_{1}^{*}(p)$, the solution will converge to $u_{0}^{*}$, which implies that the population will become extinct when the initial density of the population is small. This phenomenon is an important manifestation of Allee effect.

Lemma 2.3. (i) Assume that $p>p_{*}$ and the initial function satisfies $0<$ $\phi(\theta, x)<u_{1}^{*}(p)$ for all $\theta \in[-\tau, 0]$ and $x \in \Omega$. Then the solution of system (1.2) satisfies $0<u(t, x)<u_{1}^{*}(p)$ for all $t \geq 0$ and $x \in \Omega$.
(ii) Assume that $p>p_{*}$ and the initial function satisfies $u_{1}^{*}(p)<\phi(\theta, x)<$ $u_{3}^{*}(p)$ for all $\theta \in[-\tau, 0]$ and $x \in \Omega$, where $u_{3}^{*}(p)>u_{2}^{*}(p)$ satisfies $f\left(u_{3}^{*}(p)\right)=$ $u_{1}^{*}(p)$. Then the solution of system 1.2 satisfies $u_{1}^{*}(p)<u(t, x)<u_{3}^{*}(p)$ for all $t \geq 0$ and $x \in \Omega$.
(iii) Assume that $p_{*}<p<p^{*}$ and the initial function satisfies $u_{1}^{*}(p)<\phi(\theta, x)<$ $\gamma$ for all $\theta \in[-\tau, 0]$ and $x \in \Omega$. Then the solution of system (1.2) satisfies $u_{1}^{*}(p)<u(t, x)<\gamma$ for all $t \geq 0$ and $x \in \Omega$.

Proof. (i) The conclusion that $u(t, x)>0$ for all $t>0$ follows from Lemma 2.1. It follows from $0 \leq \phi(\theta, x)<u_{1}^{*}(p)$ that $f(\phi(\theta, x))<f\left(u_{1}^{*}(p)\right)=u_{1}^{*}(p)$ for all $\theta \in[0, \tau]$ and $x \in \Omega$. In view of system (1.2), we have

$$
\frac{\partial}{\partial t} u(x, t)<d \Delta u(t, x)-u(t, x)+u_{1}^{*}(p)
$$

for all $t \in[0, \tau]$ and $x \in \Omega$. By the strong maximum principle, we see that $u(x, t)<$ $u_{1}^{*}(p)$ for all $t \in[0, \tau]$ and $x \in \Omega$. Repeating the above step for $t \in[j \tau,(j+1) \tau]$ with $j \in \mathbb{N}$, we obtain that $u(t, x)<u_{1}^{*}(p)$ for all $t>0$ and $x \in \Omega$.
(ii) It follows from $u_{1}^{*}(p)<\phi(\theta, x)<u_{3}^{*}(p)$ that $f(\phi(\theta, x))>f\left(u_{1}^{*}(p)\right)=u_{1}^{*}(p)$ for all $\theta \in[0, \tau]$ and $x \in \Omega$. In view of system $\sqrt{1.2}$, we have

$$
\frac{\partial}{\partial t} u(x, t)>d \Delta u(t, x)-u(t, x)+u_{1}^{*}(p)
$$

for all $t \in[0, \tau]$ and $x \in \Omega$. By the strong maximum principle, we see that $u_{1}^{*}(p)<$ $u(x, t)<f_{\max }<u_{3}^{*}(p)$ for all $t \in[0, \tau]$ and $x \in \Omega$. Repeating the above step for $t \in[j \tau,(j+1) \tau]$ with $j \in \mathbb{N}$, we obtain that $u_{1}^{*}(p)<u(t, x)<u_{3}^{*}(p)$ for all $t>0$ and $x \in \Omega$.
(iii) Note that $p<p^{*}$ if and only if $f_{\max }<\gamma$, then using a similar argument as above, we can obtain the conclusion (iii). The proof is complete.

Lemma 2.3(iii) implies that

$$
\mathcal{C}_{+}=\left\{\varphi \in \mathcal{C} \mid u_{1}^{*}(p)<\phi(\theta, x)<\gamma \text { for all }(\theta, x) \in[-\tau, 0] \times \Omega\right\}
$$

is a positively invariant set of system (1.2) with $p_{*}<p<p^{*}$. In the following theorem, we see that $u_{2}^{*}$ attracts all initial conditions in $\mathcal{C}_{+}$.

Theorem 2.4. Assume that $p_{*}<p<p^{*}$, then for every $\tau>0$ and initial value $\phi \in \mathcal{C}_{+}$, the solution $u(t, x)$ to (1.2) converges to $u_{2}^{*}(p)$ as $t \rightarrow \infty$.

Proof. It is easy to see that function $h(u)=u-1-\ln u$ is strictly decreasing on $(0,1)$, is strictly increasing on $(1,+\infty)$, and has a global minimum 0 at $u=1$. We define a Lyapunov functional

$$
V(u)(t)=\int_{\Omega}\left[u_{2}^{*}(p) h\left(\frac{u(t, x)}{u_{2}^{*}(p)}\right)+u_{2}^{*}(p) \int_{t-\tau}^{t} h\left(\frac{f(u(s, x))}{u_{2}^{*}(p)}\right) \mathrm{d} s\right] \mathrm{d} x
$$

Obviously, $V\left(u_{2}^{*}(p)\right)=0$, and $V$ is positive definite with respect to $u \in\left(u_{1}^{*}(p), \gamma\right)$. The derivative of $V$ along the solutions of system 1.2 is

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} & \left.\right|_{\underline{1.2 \mid}} V(u)(t) \\
= & \int_{\Omega}\left[\left(1-\frac{u_{2}^{*}(p)}{u(t, x)}\right)[-u(t, x)+f(u(t-\tau, x))] \mathrm{d} x\right. \\
& +u_{2}^{*}(p) \int_{\Omega}\left[h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)-h\left(\frac{f(u(t-\tau, x))}{u_{2}^{*}(p)}\right)\right] \mathrm{d} x-d u_{2}^{*}(p) \int_{\Omega} \frac{\Delta u(t, x)}{u(t, x)} \mathrm{d} x \\
= & \int_{\Omega}\left[\left(1-\frac{u_{2}^{*}(p)}{u(t, x)}\right)\left[u_{2}^{*}(p)-u(t, x)\right] \mathrm{d} x\right. \\
& +\int_{\Omega}\left[\left(1-\frac{u_{2}^{*}(p)}{u(t, x)}\right)\left[f(u(t-\tau, x))-u_{2}^{*}(p)\right]\right] \mathrm{d} x \\
& +u_{2}^{*}(p) \int_{\Omega}\left[h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)-h\left(\frac{f(u(t-\tau, x))}{u_{2}^{*}(p)}\right)\right] \mathrm{d} x-d u_{2}^{*}(p) \int_{\Omega} \frac{|\nabla u(t, x)|^{2}}{u^{2}(t, x)} \mathrm{d} x \\
\leq & -\int_{\Omega}\left(1-\frac{u_{2}^{*}(p)}{u(t, x)}\right)^{2} u(t, x) \mathrm{d} x+\int_{\Omega}\left[f(u(t-\tau, x))-u_{2}^{*}(p)\right] \mathrm{d} x \\
& -\int_{\Omega} \frac{u_{2}^{*}(p)}{u(t, x)}\left[f(u(t-\tau, x))-u_{2}^{*}(p)\right] \mathrm{d} x
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\Omega}\left[u_{2}^{*}(p) h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)-f(u(t-\tau, x))+u_{2}^{*}(p)+u_{2}^{*}(p) \ln \frac{f(u(t-\tau, x))}{u_{2}^{*}(p)}\right] \mathrm{d} x \\
= & -\int_{\Omega}\left(1-\frac{u_{2}^{*}(p)}{u(t, x)}\right)^{2} u(t, x) \mathrm{d} x-\int_{\Omega} \frac{u_{2}^{*}(p)}{u(t, x)}\left[f(u(t-\tau, x))-u_{2}^{*}(p)\right] \mathrm{d} x \\
& +u_{2}^{*}(p) \int_{\Omega}\left[h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)+\ln \frac{f(u(t-\tau, x))}{u_{2}^{*}(p)}\right] \mathrm{d} x \\
= & u_{2}^{*}(p) \int_{\Omega}\left[h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)-h\left(\frac{f(u(t-\tau, x))}{u(t, x)}\right)-h\left(\frac{u(t, x)}{u_{2}^{*}(p)}\right)\right] \mathrm{d} x \\
\leq & u_{2}^{*}(p) \int_{\Omega}\left[h\left(\frac{f(u(t, x))}{u_{2}^{*}(p)}\right)-h\left(\frac{u(t, x)}{u_{2}^{*}(p)}\right)\right] \mathrm{d} x .
\end{aligned}
$$

Note that $f\left(u_{2}^{*}(p)\right)=u_{2}^{*}(p)$ and $f$ is monotonic increasing in $(0, \gamma)$. If $u_{1}^{*}(p)<u<$ $u_{2}^{*}(p)$ then $u_{1}^{*}(p)<u<f(u)<u_{2}^{*}(p)$ and hence

$$
h\left(\frac{f(u)}{u_{2}^{*}(p)}\right)<h\left(\frac{u}{u_{2}^{*}(p)}\right) .
$$

If $u_{2}^{*}(p)<u<\gamma$ then $u_{2}^{*}(p)<f(u)<u<\gamma$ and hence

$$
h\left(\frac{f(u)}{u_{2}^{*}(p)}\right)<h\left(\frac{u}{u_{2}^{*}(p)}\right) .
$$

Thus, we have

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{\underline{1.2}} V(u)(t) \leq 0
$$

along an orbit $u(t, x)$ of system 1.2 with any initial value $\phi \in \mathcal{C}_{+}$. This implies that the solution $u(t, x)$ to (1.2) converges to $u_{2}^{*}(p)$ as $t \rightarrow \infty$.

## 3. Stability of constant steady states

Let $0=\lambda_{0}<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{j}<\cdots$ satisfying $\lim _{j \rightarrow+\infty} \lambda_{j}=+\infty$ be the eigenvalues of $-\Delta$ under the homogeneous Neumann boundary condition and $\phi_{j}$ be the normalized eigenfunction corresponding to $\lambda_{j}$. Let $u^{*}$ be the possible constant steady state of (1.2), then the linearized equation of 1.2 at $u^{*}$ is given by

$$
\begin{gathered}
\frac{\partial}{\partial t} u(x, t)=d \Delta u(t, x)-u(t, x)+f^{\prime}\left(u^{*}\right) u(t-\tau, x), \quad x \in \Omega, t \geq 0 \\
\frac{\partial}{\partial \mathbf{n}} u(x, t)=0, \quad x \in \partial \Omega \quad t \geq 0
\end{gathered}
$$

where $f(u)=p u^{\gamma} e^{-u}$. Thus, $u^{*}$ is locally asymptotically stable in $W^{1, \varsigma}(\Omega)$ with $\varsigma>N$ if all the solutions $\lambda$ to the following characteristic equations admit negative real parts,

$$
\begin{equation*}
P_{n}(\lambda, \tau):=\lambda+1+d \lambda_{n}-f^{\prime}\left(u^{*}\right) \mathrm{e}^{-\lambda \tau}=0, \quad n \in \mathbb{N}_{0} \tag{3.1}
\end{equation*}
$$

It follows from $P_{n}(u+i v, \tau)=0$ that $u+1+d \lambda_{n}=f^{\prime}\left(u^{*}\right) \mathrm{e}^{-\tau u} \cos (\tau v)$ and $v=$ $f^{\prime}\left(u^{*}\right) \mathrm{e}^{-\tau u} \sin (\tau v)$, and hence $\left(u+1+d \lambda_{n}\right)^{2}+v^{2}=f^{\prime 2}\left(u^{*}\right)$. This implies that all the zeros of $P_{n}(\cdot, \tau)$ have negative real parts when $1+d \lambda_{n}>\left|f^{\prime}\left(u^{*}\right)\right|$. It follows from $P_{n}(i \omega, \tau)=0$ with $\omega>0$ that $1+d \lambda_{n}=f^{\prime}\left(u^{*}\right) \cos (\tau \omega)$ and $\omega=-f^{\prime}\left(u^{*}\right) \sin (\tau \omega)$, and hence $\omega=\omega_{n}\left(u^{*}\right):=\sqrt{f^{\prime 2}\left(u^{*}\right)-\left(1+d \lambda_{n}\right)^{2}}$. Thus, $P_{n}(\cdot, \tau)$ has a pair of simple purely imaginary zeros $\pm i \omega_{n}\left(u^{*}\right)$ when $\tau=\tau_{n, k}\left(u^{*}\right)$ and $\left|f^{\prime}\left(u^{*}\right)\right|>1+d \lambda_{n}$, $k \in \mathbb{N}_{0}$, where

$$
\tau_{n, k}\left(u^{*}\right)=\frac{2 k \pi+\theta_{n}\left(u^{*}\right)}{\omega_{n}\left(u^{*}\right)}
$$

$$
\theta_{n}\left(u^{*}\right)=\left[1+\operatorname{sgn} f^{\prime}\left(u^{*}\right)\right] \pi-\operatorname{sgn} f^{\prime}\left(u^{*}\right) \arccos \frac{\delta+d \lambda_{n}}{f^{\prime}\left(u^{*}\right)}
$$

Thus, we have the following results.
Lemma 3.1. (i) If $1+d \lambda_{n}>\left|f^{\prime}\left(u^{*}\right)\right|$ for some $n \in \mathbb{N}_{0}$, then for every $\tau \geq 0$, all the zeros of $P_{n}(\cdot, \tau)$ have negative real parts.
(ii) If $1+d \lambda_{n}<f^{\prime}\left(u^{*}\right)$ for some $n \in \mathbb{N}_{0}$, then for every $\tau \geq 0$, at least one zero of $P_{n}(\cdot, \tau)$ has a positive real part.
(iii) If $f^{\prime}\left(u^{*}\right)<-\delta-d \lambda_{n}$ for some $n \in \mathbb{N}_{0}$, then $P_{n}(\cdot, \tau)$ has only zeros with negative real parts when $0 \leq \tau<\tau_{n, 0}\left(u^{*}\right)$, and exactly $2 k$ zeros with positive real parts when $\tau_{n, k-1}\left(u^{*}\right)<\tau \leq \tau_{n, k}\left(u^{*}\right), k \in \mathbb{N}$.

Note that $f^{\prime}\left(u_{0}^{*}\right)=0<1+d \lambda_{n}$ for all $n \in \mathbb{N}_{0}$, then it follows from Lemma 3.1 that $u_{0}^{*}$ is a locally asymptotically stable steady state of 1.2 . Furthermore, we have the following result.
Theorem 3.2. $u_{0}^{*}$ is a locally asymptotically stable with respect to (1.2) for all $p>0$ and $\tau \geq 0$. Moreover,
(i) $u_{0}^{*}$ is a globally asymptotically stable steady state of 1.2 for all $\tau \geq 0$ when $p<p_{*}$.
(ii) Assume that $p>p_{*}$, then for every $\tau>0$ and initial value $\phi \in \mathcal{C}_{0}$, the solution $u(t, x)$ to (1.2) converges to $u_{0}^{*}$ as $t \rightarrow \infty$, where

$$
\mathcal{C}_{-}=\left\{\varphi \in \mathcal{C} \mid 0<\phi(\theta, x)<u_{1}^{*}(p) \text { for all }(\theta, x) \in[-\tau, 0] \times \Omega\right\}
$$

Proof. (i) When $p<p_{*}$, we have

$$
\frac{f(u)}{u}=\frac{p}{g(u)} \leq \frac{p_{*}}{g_{\min }}=1
$$

and so $f(u)<u$ for all $u>0$. We shall establish the global stability of $u_{0}^{*}$ by constructing a Lyapunov functional

$$
V(u)(t)=\int_{\Omega} u(t, x) \mathrm{d} x+\int_{-\tau}^{0} \int_{\Omega} f(u(t+s, x)) \mathrm{d} x \mathrm{~d} s
$$

By taking the time derivative of $V$ along solutions of system $(1.2)$, we have
where $\leq$ is actually $=$ if and only if $u=0$. Thus, by the Lyapunov-LaSalle invariance principle, $u_{0}^{*}$ is globally asymptotically stable.
(ii) Lemma 2.3 (i) implies that $\mathcal{C}_{-}$is a positively invariant set of system 1.2 with $p>p_{*}$. When $p>p_{*}$, we have $f(u)<u$ for $0<u<u_{1}^{*}(p)$. Thus, along an orbit $u(t, x)$ of system $\left(1.2\right.$ with any initial value $\phi \in \mathcal{C}_{-}$, we also have

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{\sqrt[1.2]{ }} V(u)(t) \leq 0
$$

This implies that the solution $u(t, x)$ to 1.2 converges to $u_{1}^{*}(p)$ as $t \rightarrow \infty$.
It follows from $p>p_{*}$ and $0<u_{1}^{*}(p)<\gamma-1<u_{2}^{*}(p)$ that $f^{\prime}\left(u_{1}^{*}(p)\right)=\gamma-u_{1}^{*}(p)>$ 1, which together with Lemma 3.1 implies that $u_{1}^{*}(p)$ is an unstable steady state of (1.2) for all $p>0$ and $\tau \geq 0$. From Lemma 3.1 that we have the following result.

Theorem 3.3. $u_{1}^{*}(p)$ is an unstable steady state of 1.2 for all $p>p_{*}$ and $\tau \geq 0$. Moreover, for each $(n, k) \in \mathbb{N}_{0}^{2}$ satisfying $u_{1}^{*}(p)<\gamma-1-d \lambda_{n}$, system (1.2) with $p>p_{*}$ undergoes Hopf bifurcation near $u=u_{1}^{*}(p)$ and $\tau=\tau_{n, k}\left(u_{1}^{*}(p)\right)$.

Finally, we consider the stability of the steady state $u_{2}^{*}(p)$ under the condition that $p>p_{*}$. Note that $f^{\prime}\left(u_{2}^{*}(p)\right)=\gamma-u_{2}^{*}(p)<1$, then it follows from Lemma 3.1 that we see that
(i) If $u_{2}^{*}(p)<\gamma+1$, then for every $\tau \geq 0, u_{2}^{*}(p)$ is locally asymptotically stable;
(ii) If $\gamma+1<u_{2}^{*}(p)<\gamma+1+d \lambda_{1}$, then $u_{2}^{*}(p)$ is locally asymptotically stable for $0 \leq \tau<\tau_{2,0,0}$, and is unstable for $\tau>\tau_{2,0,0}$, where $\tau_{2,0,0}=\tau_{0,0}\left(u_{2}^{*}(p)\right)$;
(iii) If $\gamma+1+d \lambda_{n}<u_{2}^{*}(p)<\gamma+1+d \lambda_{n+1}$ for some $n \in \mathbb{N}$, then $u_{2}^{*}(p)$ is locally asymptotically stable for $0 \leq \tau<\max \left\{\tau_{2, j, 0} \mid 0 \leq j \leq n\right\}$, and is unstable for $\tau>\max \left\{\tau_{2, j, 0} \mid 0 \leq j \leq n\right\}$, where $\tau_{2, j, 0}=\tau_{j, 0}\left(u_{2}^{*}(p)\right)$ for $0 \leq j \leq n$.
For each $n \in \mathbb{N}_{0}$, we set

$$
p_{n}^{*}=\left(\gamma+1+d \lambda_{n}\right)^{1-\gamma} \exp \left\{\gamma+1+d \lambda_{n}\right\}
$$

then $u_{2}^{*}(p)=\gamma+1+d \lambda_{n}$ if and only if $p=p_{n}^{*}$. Moreover, it is easy to see that $p_{*}<p_{n}^{*}<p_{n+1}^{*}$ for all $n \in \mathbb{N}_{0}$. Thus, we have the following results.

Theorem 3.4. (i) If $p_{*}<p<p_{0}^{*}$, then for every $\tau \geq 0$, $u_{2}^{*}(p)$ is locally asymptotically stable;
(ii) If $p_{0}^{*}<p<p_{1}^{*}$, then $u_{2}^{*}(p)$ is locally asymptotically stable for $0 \leq \tau<\tau_{2,0,0}$, and is unstable for $\tau>\tau_{2,0,0}$;
(iii) If $p_{n}^{*}<p<p_{n+1}^{*}$ for some $n \in \mathbb{N}$, then $u_{2}^{*}(p)$ is locally asymptotically stable for $0 \leq \tau<\max \left\{\tau_{2, j, 0} \mid 0 \leq j \leq n\right\}$, and is unstable for $\tau>\max \left\{\tau_{2, j, 0} \mid 0 \leq\right.$ $j \leq n\}$. Moreover, for each $(j, k) \in\{0,1,2, \ldots, n\} \times \mathbb{N}_{0}$, system 1.2 undergoes Hopf bifurcation near $u=u_{2}^{*}(p)$ and $\tau=\tau_{2, j, k}$.

## 4. Nonconstant steady states

Steady state solutions of 1.2 satisfy

$$
\begin{gather*}
d \Delta u(x)-u(x)+f(u(x))=0, \quad x \in \Omega \\
\frac{\partial}{\partial \mathbf{n}} u(x)=0, \quad x \in \partial \Omega \tag{4.1}
\end{gather*}
$$

where, as in section $2, f(u)=p u^{\gamma} e^{-u}$. In this section, we discuss the existence and nonexistence of nonconstant positive solutions of 4.1). Throughout the remaining part of this paper, the solutions refer to the classical solutions, by which we mean solutions in $C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$. Similar to [11, Lemma 3.5], we have the following a priori estimate for nonnegative solutions for 1.1).
Lemma 4.1. Assume that $u(x)$ is a non-negative steady state solution of 1.2 .
(i) If $p<p_{*}$ then $u(x)$ is exactly the constant solutions $u_{0}^{*}$;
(ii) If $p \geq p_{*}$ then either $u(x)$ is one of constant solutions $u_{0}^{*}$, $u_{1}^{*}(p)$, and $u_{2}^{*}(p)$, or $u(x)$ satisfies $0<u(x)<u_{2}^{*}(p)$ for all $x \in \bar{\Omega}$.

Proof. Let $x_{1} \in \bar{\Omega}$ be a maximum point of $u ; u\left(x_{1}\right)=\max _{x \in \bar{\Omega}} u(x)$. Then by using the maximum principle to (4.1), one can see $f\left(u\left(x_{1}\right)\right)-u\left(x_{1}\right) \geq 0$. If $p<p_{*}$ then $f(u)<u$ for all $u>0$ and hence $u(x)=0$ for all $x \in \bar{\Omega}$. If $p \geq p^{*}$ then we obtain $0 \leq u \leq u_{2}^{*}(p)$ in $\Omega$. If there exists $x_{2} \in \bar{\Omega}$ such that $u\left(x_{2}\right)=0$, then $u(x) \equiv 0$ from strong maximum principle. Thus, if $u$ is neither 0 nor $u_{2}^{*}(p)$, then from the
strong maximum principle, we have $0<u(x)<u_{2}^{*}(p)$ for $x \in \Omega$. The proof is complete.

Based on the above preparation, we are ready to derive a priori upper and lower bounds for all positive solutions to 4.1).
Theorem 4.2. Assume that $p \geq p_{*}$, then there exist two positive constants $\hat{C}$ and $\check{C}$ with $\hat{C}>\check{C}$ such that any positive solution $u(x)$ of 4.1) satisfies $\check{C} \leq u(x) \leq \hat{C}$ for all $x \in \bar{\Omega}$.
Proof. It follows from Lemma 4.1 that $u(x) \leq \hat{C}:=u_{2}^{*}(p)$ for all $x \in \bar{\Omega}$. Let

$$
c(x)=p u^{\gamma-1}(x) \exp \{-u(x)\}-1
$$

Then

$$
|c(x)| \leq 1+(\gamma-1)^{\gamma-1} \exp \{1-\gamma\}
$$

From Harnack inequality (see [7, [8]), there exists a positive constant $C$ such that

$$
\sup _{\bar{\Omega}} u(x) \leq C \inf _{\bar{\Omega}} u(x)
$$

Hence it remains to prove that $\sup _{\bar{\Omega}} u(x)>c$ for some $c>0$, which is independent of choice of solution. Similarly to the beginning of the proof of Lemma 4.1, we have $f\left(u\left(x_{1}\right)\right)-u\left(x_{1}\right) \geq 0$ and hence $u\left(x_{1}\right) \geq u_{1}^{*}(p)$, where $x_{1} \in \bar{\Omega}$ is a maximum point of $u$ and $u\left(x_{1}\right)=\sup _{x \in \bar{\Omega}} u(x)$. Thus, we see that $\sup _{\bar{\Omega}} u(x)>\frac{1}{2} u_{1}^{*}(p)$. The proof is complete.

Now we can show the nonexistence of positive nonconstant steady-state solutions when the diffusion coefficients $d_{1}$ and $d_{2}$ are large.
Theorem 4.3. If $p>p_{*}$, then there exists $d^{*}>0$ such that the only nonnegative solutions to 4.1) with $d>d^{*}$ are $u_{0}^{*}$, $u_{1}^{*}(p)$, and $u_{2}^{*}(p)$.
Proof. Let $u$ be a non-negative solution of 4.1) and denote $\bar{u}=|\Omega|^{-1} \int_{\Omega} u(x) \mathrm{d} x$. Then

$$
\int_{\Omega}[u(x)-\bar{u}] \mathrm{d} x=0
$$

Multiplying 4.1. by $u_{1}-\bar{u}_{1}$ and applying Lemma 4.1, we obtain

$$
\begin{aligned}
d \int_{\Omega}|\nabla[u(x)-\bar{u}]|^{2} \mathrm{~d} x & =\int_{\Omega}[u(x)-\bar{u}][f(u(x))-u(x)] \mathrm{d} x \\
& =\int_{\Omega}[u(x)-\bar{u}][f(u(x))-f(\bar{u})] \mathrm{d} x-\int_{\Omega}[u(x)-\bar{u}]^{2} \mathrm{~d} x \\
& \leq C_{1} \int_{\Omega}[u(x)-\bar{u}]^{2} \mathrm{~d} x
\end{aligned}
$$

where $C_{1}$ depends on $\max \left\{p u^{\gamma-1} e^{-u}|\gamma-u| \mid 0 \leq u \leq u_{2}^{*}(p)\right\}$. It follows from the Poincaré inequality that there exists a positive constant $C_{2}$, independent of $d$, such that

$$
\int_{\Omega}[u(x)-\bar{u}]^{2} \mathrm{~d} x \leq C_{2} \int_{\Omega}|\nabla u(x)|^{2} \mathrm{~d} x
$$

Therefore,

$$
d \int_{\Omega}|\nabla[u(x)-\bar{u}]|^{2} \mathrm{~d} x \leq C_{3} \int_{\Omega}|\nabla[u(x)-\bar{u}]|^{2} \mathrm{~d} x
$$

where $C_{3}$ is independent of $d$. Thus, if $d>C_{3}$ then $\nabla[u(x)-\bar{u}]=0$, and hence $u$ is a constant solution. The proof is complete.

In what follows, we use Leray-Schauder degree theory to show the existence of non-constant steady-state solutions when $p>p_{*}$. Recall the definition of $\check{C}$ and $\hat{C}$ from Theorem 4.2, we set

$$
\begin{gathered}
\mathbb{X}=\left\{u \in C^{1}(\bar{\Omega}): \frac{\partial u}{\partial \mathbf{n}}=0 \text { on } \partial \Omega\right\}, \quad \mathbb{X}_{0}=\{u \in \mathbb{X}: u \geq 0\} \\
\mathbb{X}_{1}=\{u \in \mathbb{X}: \check{C} / 2 \leq u \leq 2 \hat{C} \text { in } \bar{\Omega}\}
\end{gathered}
$$

System (4.1) can be rewritten as

$$
\begin{equation*}
-\Delta u=f(u)-u \tag{4.2}
\end{equation*}
$$

It is easy to see that $u$ is a positive solution of 4.1) if and only if

$$
\mathcal{F}(d, u):=u-(\operatorname{Id}-\Delta)^{-1}\left[\frac{1}{d} f(u)+\frac{d-1}{d} u\right]=0, \quad u \in \mathbb{X}_{0}
$$

where $(\operatorname{Id}-\Delta)^{-1}$ is the inverse of $\operatorname{Id}-\Delta$ in $\mathbb{X}$ with the Neumann boundary condition. As $\mathcal{F}(d, \cdot)$ is a compact perturbation of the identity operator, the Leray-Schauder degree $\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)$ is well defined from Theorem 4.2, and by the homotopy invariance, it is constant for all $d$ when $p>p_{*}$. Thus, we have the following result.

Lemma 4.4. Assume that $p>p_{*}$ and $d>d^{*}$. Then $\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)=2$.
Proof. In view of Theorem 4.3, we recall that if $d>d^{*}$ then $\mathcal{F}(d, \cdot)$ has exactly two zeros $u_{1}^{*}(p)$ and $u_{2}^{*}(p)$ in $\mathbb{X}_{1}$, and hence

$$
\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)=\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{1}^{*}(p)\right)+\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{2}^{*}(p)\right)
$$

Direct computation gives

$$
\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)=\operatorname{Id}-\left[1-X_{j}(d)\right](\operatorname{Id}-\Delta)^{-1}, \quad j=1,2 .
$$

where

$$
X_{j}(d)=\frac{1-f^{\prime}\left(u_{j}^{*}(p)\right)}{d}
$$

It is easy to see that $\mathcal{F}_{u}\left(d, u_{2}^{*}(p)\right)$ is invertible, i.e., 0 is not an eigenvalue of $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)$. According to the Leray-Schauder index formula, we know

$$
\begin{equation*}
\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{j}^{*}(p)\right)=(-1)^{\gamma_{j}(d)} \tag{4.3}
\end{equation*}
$$

where $\gamma_{j}(d)$ is the number of negative eigenvalues (counting the algebraic multiplicity) of the operator $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)$. Then we shall count the negative eigenvalues of $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)$. The linearized eigenvalue problem $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right) \psi=\sigma \psi$ with $\psi \in \mathbb{X}$ can be represented by

$$
\begin{equation*}
(1-\sigma) \Delta \psi=-\left[\sigma-X_{j}(d)\right] \psi \tag{4.4}
\end{equation*}
$$

Using a similar argument as that in Section 3, we see that $\sigma$ is an eigenvalue of $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)$ if and only if

$$
(\sigma-1) \lambda_{k}+\sigma-X_{j}(d)=0
$$

for some $k \in \mathbb{N}_{0}$. Thus, eigenvalues of $\mathcal{F}_{u}\left(d, u_{j}^{*}(p)\right)$ are given by

$$
\sigma_{j, k}(d)=\frac{\lambda_{k}+X_{j}(d)}{\lambda_{k}+1},
$$

where $0=\lambda_{0}<\lambda_{1}<\cdots<\lambda_{n}<\cdots$ with $\lim _{n \rightarrow \infty} \lambda_{n}=+\infty$ are the eigenvalues of the linear operator $-\Delta$ subject to the homogeneous boundary condition $\frac{\partial}{\partial \mathbf{n}} u=0$ on $\partial \Omega$.

Note that $\lim _{d \rightarrow \infty} X(d)=0$, then $\gamma_{j}(d)=0$ for sufficiently large $d$ and hence that $\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{j}^{*}(p)\right)=1$ if $d$ is large enough. This means that $\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)=2$. The proof is complete.

Note that $X_{1}(0)=-\infty, X_{2}(0)=+\infty, X_{1}(d)<0<X_{2}(d)$ and that $X_{1}(d)$ (respectively, $X_{2}(d)$ ) is monotone increasing (respectively, decreasing) with respect to $d$. Obviously, index $\left(\mathcal{F}(d, \cdot), u_{2}^{*}(p)\right)=1$ for all $d>0$. Moreover, the monotone decreasing sequence $\left\{d_{j}\right\}_{j=j_{0}}^{\infty}$ defined by

$$
\begin{equation*}
d_{j}:=\sup \left\{d>0: X_{1}(d)<-\lambda_{j}\right\} \text { for } j \in \mathbb{N}_{0} \tag{4.5}
\end{equation*}
$$

satisfies $\lim _{j \rightarrow \infty} d_{j}=0$. Now, we have the following existence result for the nonconstant steady state solutions:
Theorem 4.5. Assume that $p>p_{*}$, then there exists at least one nonconstant solution of 4.1 if $d \in\left(d_{j+1}, d_{j}\right)$ and $j$ is even.
Proof. If $p>p_{*}$, suppose for contradiction that there is no nonconstant solution of (1.1) under the assumptions of Lemma 4.4. Since $u_{1}^{*}(p)$ and $u_{2}^{*}(p)$ are solutions of (4.1) in $\mathbb{X}_{1}$, we have

$$
\begin{equation*}
\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)=\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{2}^{*}(p)\right)+\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{2}^{*}(p)\right)=2 \tag{4.6}
\end{equation*}
$$

if $d>d^{*}$. It follows from the previous discussion that $\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{2}^{*}(p)\right)=1$ for all $d>0$. To derive $\operatorname{index}\left(\mathcal{F}(d, \cdot), u_{1}^{*}(p)\right)$, we count the number of negative eigenvalues of $\mathcal{F}_{u}\left(d, u_{1}^{*}(p)\right)$ from the viewpoint of (4.4). If $d \in\left(d_{j+1}, d_{j}\right)$, then (4.5) implies that all negative eigenvalues of $\mathcal{F}_{u}\left(d, u_{1}^{*}(p)\right)$ consist of $\sigma_{1, i}(d), i=$ $0,1, \ldots, j$. Therefore, the number $\gamma_{1}(d)$ of negative eigenvalues is $\gamma_{1}(d)=j+$ 1. If $j$ is even, then (4.3) and (4.6) lead to $\operatorname{deg}\left(\mathcal{F}(d, \cdot), \mathbb{X}_{1}\right)=0$. However, this contradicts Lemma 4.4 Then by the contradiction argument, we obtain at least one nonconstant solution if $d \in\left(d_{j+1}, d_{j}\right)$ and $j$ is even.

Remark 4.6. In Theorem 4.5, we investigate the existence of non-constant steady state solutions of 4.1) when $p>p_{*}$. However, from Theorem 4.5 we cannot draw any conclusion about the number and stability of these solutions. The main reason is that the explicit algebraic form of these solutions cannot be derived by means of topological methods. In the subsequent section, we will employ Lyapunov-Schmidt reduction to investigate the existence and multiplicity of non-constant steady state solutions.

## 5. STEADY-State Bifurcation

It follows from the previous section that there is no steady-state bifurcation near $u=u_{0}^{*}$ and $u=u_{2}^{*}(p)$ (in the later case, $p>p_{*}$ ). This section is devoted to the steady-state bifurcation near $u=u_{1}^{*}(p)$ when $p>p_{*}$. In view of Lemma 3.1, we see that system 1.2 with $p>p_{*}$ undergoes a steady-state bifurcation near $u=u_{1}^{*}(p)$ when $u_{1}^{*}(p)=\gamma-1-d \lambda_{n}>0$ (equivalently, $p=p_{n}$ ) for some $n \in \mathbb{N}$, where

$$
p_{n}=\left(\gamma-1-d \lambda_{n}\right)^{1-\gamma} \exp \left\{\gamma-1-d \lambda_{n}\right\}
$$

Take $p$ as a bifurcation parameter, and $v(x)=u(x)-u_{1}^{*}(p)$. Then system 4.1 is equivalent to the system

$$
\begin{gather*}
d \Delta v(x)-\left(v(x)+u_{1}^{*}(p)\right)+f\left(v(x)+u_{1}^{*}(p)\right)=0, \quad x \in \Omega \\
\frac{\partial}{\partial \mathbf{n}} v(x)=0, \quad x \in \partial \Omega \tag{5.1}
\end{gather*}
$$

We define $F: \mathbb{X} \times \mathbb{R} \rightarrow \mathbb{Y}$ by

$$
F(v, p)=d \Delta v-\left(v+u_{1}^{*}(p)\right)+f\left(v+u_{1}^{*}(p)\right)
$$

for $v \in \mathbb{X}$. Obviously, $F(0, p)=0$ for all $p>p_{*}$. The Fréchet derivative of $F$ with respect to $v$ evaluated at $(v, p)$ which is given by

$$
\mathfrak{L}_{p} v=d \Delta v+\left[\gamma-u_{1}^{*}(p)-1\right] v, \quad v \in \mathbb{X}
$$

It is easy to see that $\mathfrak{L}_{p}$ is invertible if and only if $p=p_{n}$ for some $n \in \mathbb{N}_{0}$.
In the remaining part of this section, we focus on the following case:
(H1) There exists $n \in \mathbb{N}$ such that $p_{n}>p_{*}$ and that $\lambda_{n}$ is a simple eigenvalue of the linear operator $-\Delta$ subject to the homogeneous Neumann boundary condition on $\partial \Omega$, with the associated eigenvector $\varphi_{n}$ satisfying $\int_{\Omega} \varphi_{n}^{2}(x) \mathrm{d} x=1$.
In this case, the kernel of $\mathfrak{L}_{p_{n}}$ is given by $\operatorname{span}\left\{\varphi_{n}\right\}$, and that $\mathfrak{L}_{p}$ is a self-adjoint operator, i.e., $\left\langle u, \mathfrak{L}_{p} v\right\rangle=\left\langle\mathfrak{L}_{p} u, v\right\rangle$. Thus, we have the decompositions $\mathbb{X}=\mathbb{K} \oplus \mathbb{X}_{1}$ and $\mathbb{Y}=\mathbb{K} \oplus \mathbb{Y}_{1}$, where $\mathbb{K}=\operatorname{span}\left\{\varphi_{n}\right\}$ and

$$
\begin{aligned}
& \mathbb{X}_{1}=\{y \in \mathbb{X} \mid\langle v, y\rangle=0 \text { for all } v \in \mathbb{K}\}, \\
& \mathbb{Y}_{1}=\{y \in \mathbb{Y} \mid\langle v, y\rangle=0 \text { for all } v \in \mathbb{K}\}
\end{aligned}
$$

Obviously, the operator $\mathfrak{L}_{p_{n}}: \mathbb{X} \rightarrow \mathbb{Y}$ is Fredholm with index zero. $\mathfrak{L}_{p_{n}} \mid \mathbb{X}_{1}: \mathbb{X}_{1} \rightarrow \mathbb{Y}_{1}$ is invertible and has a bounded inverse.

Now, we can use Lyapunov-Schmidt reduction methods to reduce solving $F(v, p)=$ 0 to finding solutions to $\mathfrak{F}(v, p)=0$ in an open neighborhood $\mathfrak{U}$ of $\left(0, p_{n}\right)$ in $\mathbb{K} \times \mathbb{R}$, where $\mathfrak{F}(v, p)=(I-Q) F(v+h(v, p), p), Q$ denotes the projection operators from $\mathbb{Y}$ onto $\mathbb{Y}_{1}$, and $h: \mathfrak{U} \rightarrow \mathbb{X}_{1}$ is a continuously differentiable map such that

$$
\begin{equation*}
h(0, p)=0 \quad \text { and } \quad Q F(v+h(v, p), p) \equiv 0 \tag{5.2}
\end{equation*}
$$

Substituting $v=\vartheta \varphi_{*} \in \mathbb{K}$ with $\vartheta \in \mathbb{R}$ into $\mathfrak{F}(v, p)=0$ and then calculating the inner product with $\varphi_{*}$ on $\Omega$, we have $g(\vartheta, p)=0$, where $G: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is explicitly given by

$$
\begin{equation*}
G(\vartheta, p)=\int_{\Omega} \varphi_{n}(x) F\left(\vartheta \varphi_{n}(x)+h\left(\vartheta \varphi_{n}(x), p\right), p\right) \mathrm{d} x \tag{5.3}
\end{equation*}
$$

Notice that $G(0, p)=0$, it follows that $G: \mathbb{R}^{2} \rightarrow \mathbb{R}$ takes the form

$$
G(\vartheta, p)=\vartheta\left[\varrho\left(p-p_{n}\right)+\mathcal{K} \vartheta+\chi \vartheta^{2}+o\left(\vartheta^{2}\right)\right]
$$

where

$$
\begin{aligned}
\varrho & =\left.\frac{\mathrm{d}}{\mathrm{~d} p}\right|_{p=p_{n}} u_{1}^{*}(p)=-\frac{\gamma-1-d \lambda_{n}}{p_{n} d \lambda_{n}}<0, \quad \mathcal{K}=\frac{f^{\prime \prime}\left(\gamma-1-d \lambda_{n}\right)}{2} \int_{\Omega} \varphi_{n}^{3}(x) \mathrm{d} x, \\
\chi & =\frac{f^{\prime \prime}\left(\gamma-1-d \lambda_{n}\right)}{2} \int_{\Omega} h_{v v}\left(\varphi_{n}(x), p\right) \varphi_{*}^{4}(x) \mathrm{d} x+\frac{f^{\prime \prime \prime}\left(\gamma-1-d \lambda_{n}\right)}{6} \int_{\Omega} \varphi_{*}^{4}(x) \mathrm{d} x .
\end{aligned}
$$

It follows from 5.2 that $\mathfrak{L}_{p_{n}} h_{v v}\left(\varphi_{n}, p_{n}\right)+Q F_{v v}\left(\varphi_{n}, p_{n}\right)=0$ and hence that

$$
h_{v v}\left(\varphi_{n}, p_{n}\right)=-f^{\prime \prime}\left(\gamma-1-d \lambda_{n}\right) \mathfrak{L}_{p_{n}}^{-1}\left[\varphi_{1}^{2}\right] .
$$

Next we distinguish two cases to investigate the existence of nontrivial zero of $G(\cdot, p)$. We start with $f^{\prime \prime}\left(\gamma-1-d \lambda_{n}\right) \neq 0$, that is, $1+d \lambda_{n} \neq \sqrt{\gamma}$. Then we have $\mathcal{K} \neq 0$. By using the implicit function theorem we see that there exist a constant $\epsilon>0$ and a continuously differentiable mapping $\vartheta:\left(p_{n}-\epsilon, p_{n}+\epsilon\right) \rightarrow \mathbb{R}$, such that

$$
G\left(\vartheta_{p}, p\right) \equiv 0 \quad \text { for } \quad p \in\left(p_{n}-\epsilon, p_{n}+\epsilon\right)
$$

In fact, we have

$$
\begin{equation*}
\vartheta_{p}=\frac{\varrho\left(p_{n}-p\right)}{\mathcal{K}}+o\left(\left|p-p_{n}\right|\right) \tag{5.4}
\end{equation*}
$$

Theorem 5.1. If $\gamma>1+d \lambda_{n} \neq \sqrt{\gamma}$ for some $n \in \mathbb{N}$ satisfying (H1), then there exist a constant $\epsilon>0$ and a continuously differentiable mapping $p \rightarrow \vartheta_{p}$ from $\left(p_{n}-\epsilon, p_{n}+\epsilon\right)$ to $\mathbb{R}$ such that (4.1) has a nontrivial solution

$$
u_{p}=\gamma-1-d \lambda_{n}+\vartheta_{p} \varphi_{n}+h\left(\vartheta_{p} \varphi_{n}, p\right)
$$

which exists for $p \in\left(p_{n}-\epsilon, p_{n}\right) \cup\left(p_{n}, p_{n}+\epsilon\right)$ and satisfies

$$
\lim _{p \rightarrow p_{n}} u_{p}=\gamma-1-d \lambda_{n} .
$$

Next we consider the case where $\gamma>1+d \lambda_{n}=\sqrt{\gamma}$ and $\chi \neq 0$, then the zeros of $G(\cdot, p)$ undergo a pitchfork bifurcation near $p=p_{n}$. More precisely, if $\chi<0$ (respectively, $\chi>0$ ), then near the origin, one trivial zero $\vartheta=0$ and two nontrivial zeros $\vartheta=\vartheta_{p}^{ \pm}$of $G(\cdot, p)$ exist for $p<p_{n}$ (respectively, $p>p_{n}$ ), only one trivial zero $\vartheta=0$ exists for $p>p_{n}$ (respectively, $p<p_{n}$ ). It follows from $f^{\prime \prime}\left(\gamma-1-d \lambda_{n}\right)=0$ that $\mathcal{K}=0$ and hence that

$$
\chi=\frac{f^{\prime \prime \prime}\left(\gamma-1-d \lambda_{n}\right)}{6} \int_{\Omega} \varphi^{4}(x) \mathrm{d} x
$$

In view of (5.3), we have the following result.
Theorem 5.2. If $\gamma>1+d \lambda_{n}=\sqrt{\gamma}$ for some $n \in \mathbb{N}$ satisfying (H1), and $f^{\prime \prime \prime}(\gamma-1-$ $\left.d \lambda_{n}\right)<0$ (respectively, $f^{\prime \prime \prime}\left(\gamma-1-d \lambda_{n}\right)>0$ ), then there exist a positive constant $\varepsilon$ and two continuously differentiable mappings $p \rightarrow \vartheta_{p}^{ \pm}$from $\left(p_{n}-\varepsilon, p_{n}\right]$ to $\mathbb{R}$ (respectively, from $\left[p_{n}, p_{n}+\varepsilon\right.$ ) to $\mathbb{R}$ ) such that (4.1) has two nontrivial solutions

$$
u_{p}^{ \pm}=\gamma-1-d \lambda_{n}+\vartheta_{p}^{ \pm} \varphi_{n}+h\left(\vartheta_{p}^{ \pm} \varphi_{n}, p\right)
$$

which exists for $p \in\left(p_{n}-\varepsilon, p_{n}\right]$ (respectively $\left[p_{n}, p_{n}+\varepsilon\right)$ and satisfies

$$
\lim _{p \rightarrow p_{n}} u_{p}^{ \pm}=\gamma-1-d \lambda_{n}
$$

Remark 5.3. In view of Theorem 3.3, $u_{1}^{*}(p)$ is unstable, and hence all the bifurcated nonconstant steady states established in Theorems 5.1 and 5.2 are unstable.

## 6. Hopf Bifurcation

This section is devoted to the Hopf bifurcation at the nontrivial steady-state solution $u_{2}^{*}(p)$ of 1.2 under the following assumption
(H2) There exists $n \in \mathbb{N}$ such that $p>p_{n}^{*}$ and that $\lambda_{n}$ is a simple eigenvalue of the linear operator $-\Delta$ subject to the homogeneous Neumann boundary condition on $\partial \Omega$, with the associated eigenvector $\varphi_{n}$ satisfying $\int_{\Omega} \varphi_{n}^{2}(x) \mathrm{d} x=1$.
Under this assumption, (3.1) with $u^{*}=u_{2}^{*}(p)$ has a pair of simple purely imaginary solutions $\pm i \omega_{n}\left(u_{2}^{*}(p)\right)$ when $\tau=\tau_{n, k}\left(u_{2}^{*}(p)\right), k \in \mathbb{N}_{0}$. Moreover, there exist $\varsigma>0$ and a continuously differentiable mapping $\lambda:\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)-\varsigma, \tau_{n, k}\left(u^{*}(p)\right)+\varsigma\right) \rightarrow \mathbb{C}$ such that $\lambda\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)\right)=i \omega_{n}\left(u_{2}^{*}(p)\right)$ and $\lambda(\tau)$ is a solution to (3.1) with $u^{*}=u_{2}^{*}(p)$ for all $\tau \in\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)-\varsigma, \tau_{n, k}\left(u_{2}^{*}(p)\right)+\varsigma\right)$. In particular, $\operatorname{Re}\left\{\lambda^{\prime}\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)\right)\right\}>0$. A Hopf bifurcation is said to be forward if there exist time-periodic solutions when parameter value $\tau>\tau_{n, k}\left(u_{2}^{*}(p)\right)$, and to be backward if $\tau<\tau_{n, k}\left(u_{2}^{*}(p)\right)$. For convenience, we set

$$
u^{*}=u_{2}^{*}(p), \quad \tau_{*}=\tau_{n, k}\left(u_{2}^{*}(p)\right), \quad \omega_{*}=\omega_{n}\left(u_{2}^{*}(p)\right)
$$

Let $T=2 \pi / \omega_{*}$, and $\mathcal{C}_{T}$ (respectively, $\mathcal{C}_{T}^{1}$ ) be the set of continuous (respectively, differentiable) $T$-periodic mappings from $\mathbb{R}$ into $\mathbb{X}_{\mathbb{C}}^{2}$. If we denote

$$
\|x\|_{0}=\max _{t \in[0, T]}\left\{\|u(t)\|_{\mathbb{X}_{\mathbb{C}}}\right\}
$$

for $u \in \mathcal{C}_{T}$, and $\|u\|_{1}=\max \left\{\|u\|_{0},\|\dot{u}\|_{0}\right\}$ for $u \in \mathcal{C}_{T}^{1}$, then $\mathcal{C}_{T}$ and $\mathcal{C}_{T}^{1}$ are Banach spaces when they are endowed with the norms $\|\cdot\|_{0}$ and $\|\cdot\|_{1}$, respectively. It is easy to see that $\mathcal{C}_{T}$ is a Banach representation of the group $\mathbb{S}^{1}$ with the action given by

$$
\theta \cdot u(t)=u(t+\theta) \quad \text { for } \quad \theta \in \mathbb{S}^{1}
$$

In view of complexity in analyzing 1.2 , we introduce the inner product $(\cdot, \cdot)$ : $\mathcal{C}_{T} \times \mathcal{C}_{T} \rightarrow \mathbb{R}$ defined by

$$
(v, u)=\frac{1}{T} \int_{0}^{T}\langle v(t), u(t)\rangle \mathrm{d} t
$$

for $u, v \in \mathcal{C}_{T}$. Let $\nu \in(-1,1), v(t)=u((1+\nu) t)$. Then equation 1.2) can be rewritten as

$$
(1+\nu) \frac{\mathrm{d} v}{\mathrm{~d} t}=[d \triangle-1] v+f\left(u^{*}+v(t-(1+\nu) \tau)\right)
$$

Define $\mathfrak{F}: \mathcal{C}_{T}^{1} \times \mathbb{R}^{2} \rightarrow \mathcal{C}_{T}$ by

$$
\begin{equation*}
\mathfrak{F}(u, \alpha, \nu)=-(1+\nu) \frac{\mathrm{d} u}{\mathrm{~d} t}+[d \triangle-1] v+f\left(u^{*}+v(t-(1+\nu) \tau)\right) \tag{6.1}
\end{equation*}
$$

By varying the newly introduced small variable $\nu$, one keeps track not only of solutions of $\sqrt{1.2}$ with period $T$ but also of solutions with nearby period. In fact, solutions to $\mathfrak{F}(u, \alpha, \nu)=0$ correspond to $\frac{T}{1+\nu}$-periodic solutions of 1.2 . It follows that $\mathfrak{F}$ is $\mathbb{S}^{1}$-equivariant:

$$
\theta \cdot \mathfrak{F}(u, \tau, \nu)=\mathfrak{F}(\theta \cdot u, \tau, \nu)
$$

for all $\theta \in \mathbb{S}^{1}$. Define

$$
\mathfrak{L}_{\tau} u=-\frac{\mathrm{d} u}{\mathrm{~d} t}+[d \triangle-1] v+f^{\prime}\left(u^{*}\right) v(t-\tau)
$$

The elements of ker $\mathfrak{L}_{\tau}$ correspond to solutions of the linear system $\mathfrak{L}_{\tau} u=0$ satisfying $u(t)=u(t+T)$. For convenience in computation we shall allow functions with range $\mathbb{C}$ instead of $\mathbb{R}$. With respect to the inner product $(\cdot, \cdot): \mathcal{C}_{T} \times \mathcal{C}_{T} \rightarrow \mathbb{R}$, the adjoint operator of $\mathfrak{L}_{\tau}$ is

$$
\mathfrak{L}_{\tau}^{*} u=\frac{\mathrm{d}}{\mathrm{~d} t} u(t)+[d \triangle-1] v+f^{\prime}\left(u^{*}\right) v(t+\tau)
$$

It follows that ker $\mathfrak{L}_{\tau_{*}}=\operatorname{span}\left\{\zeta_{0}, \bar{\zeta}_{0}\right\}$ and $\operatorname{ker} \mathfrak{L}_{\tau_{*}}^{*}=\operatorname{span}\left\{\zeta_{0}^{*}, \bar{\zeta}_{0}^{*}\right\}$, where $\zeta_{0}, \zeta_{0}^{*} \in \mathcal{C}_{T}$ are defined as

$$
\zeta_{0}(t)=\varphi_{n} \mathrm{e}^{i \omega_{*} t}, \quad \zeta_{0}^{*}(t)=\overline{w_{*}} \varphi_{n} \mathrm{e}^{i \omega_{*} t}
$$

and $w_{*}=\left(1+\tau_{*} f^{\prime}\left(u^{*}\right) e^{-i \omega_{*} \tau_{*}}\right)^{-1}$. Obviously, spaces ker $\mathfrak{L}_{\tau_{*}}$, range $\mathfrak{L}_{\tau_{*}}$, and $\mathfrak{W}=$ $\left(\operatorname{ker} \mathfrak{L}_{\tau_{*}}^{*}\right)^{\perp} \cap \mathcal{C}_{T}^{1}$ are $\mathbb{S}^{1}$-invariant subspaces of $\mathcal{C}_{T}$. Moreover, $\mathcal{C}_{T}=\operatorname{ker} \mathfrak{L}_{\tau_{*}} \oplus$ range $\mathfrak{L}_{\tau_{*}}$ and $\mathcal{C}_{T}^{1}=\operatorname{ker} \mathfrak{L}_{\tau_{*}} \oplus \mathfrak{W}$.

By Lyapunov-Schmidt reduction, we can reduce our Hopf bifurcation problem to the problem of finding zeros of the map $\mathcal{B}: \operatorname{ker} \mathfrak{L}_{\tau_{*}} \times \mathbb{R}^{2} \rightarrow \operatorname{ker} \mathfrak{L}_{\tau_{*}}^{*}$ given by

$$
\begin{equation*}
\mathcal{B}(v, \tau, \nu) \equiv(I-P) \mathfrak{F}(v+W(v, \tau, \nu), \tau, \nu) \tag{6.2}
\end{equation*}
$$

where $P$ denotes the projection operator from $\mathcal{C}_{T}$ onto range $\mathfrak{L}_{\tau_{*}}$ along ker $\mathfrak{L}_{\tau_{*}}^{*}$, $W: \operatorname{ker} \mathfrak{L} \times \mathbb{R}^{2} \rightarrow \mathfrak{W}$ is a continuously differentiable $\mathbb{S}^{1}$-equivariant map such that $W\left(0, \tau_{*}, 0\right)=0$ and

$$
\begin{equation*}
P \mathfrak{F}(v+W(v, \tau, \nu), \tau, \nu) \equiv 0 \tag{6.3}
\end{equation*}
$$

We refer to $\mathcal{B}$ as the bifurcation map of the system 1.2 . It follows from the $\mathbb{S}^{1}$-equivariance of $\mathfrak{F}$ and $W$ that the bifurcation map $\mathcal{B}$ is also $\mathbb{S}^{1}$ - equivariant. Moreover, $\mathcal{B}\left(0, \tau_{*}, 0\right)=0$ and $\mathcal{B}_{v}\left(0, \tau_{*}, 0\right)=0$.

For each $\phi \in \operatorname{ker} \mathfrak{L}_{\tau_{*}}, \phi=\varsigma \zeta_{0}+\bar{\varsigma} \bar{\zeta}_{0}$, where $\varsigma=\left\langle\zeta_{0}^{*}, \phi\right\rangle$. Let $\mathcal{G}(\varsigma, \tau, \nu)=$ $\left(\zeta_{0}^{*}, \mathcal{B}\left(\varsigma \zeta_{0}+\bar{\varsigma} \bar{\zeta}_{0}, \tau, \nu\right)\right)$. Thus, we only need to consider the existence of nontrivial solutions to $\mathcal{G}(\varsigma, \tau, \nu)=0$. It follows that

$$
\begin{equation*}
\mathcal{G}_{\varsigma}\left(0, \tau_{*}, 0\right)=0, \quad \mathcal{G}_{\bar{\varsigma}}\left(0, \tau_{*}, 0\right)=0 \tag{6.4}
\end{equation*}
$$

It is easy to see that $\mathcal{G}(\cdot, \tau, \nu)$ is $\mathbb{S}^{1}$-equivariant. Using a similar arguments to that in [4], we can find two functions $\mathcal{R}, \mathcal{I}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\mathcal{G}(\varsigma, \tau, \nu)=\mathcal{R}\left(|\varsigma|^{2}, \tau, \nu\right) \varsigma+\mathcal{I}\left(|\varsigma|^{2}, \tau, \nu\right) i \varsigma . \tag{6.5}
\end{equation*}
$$

It follows from $\mathcal{G}_{\varsigma}\left(0, \tau_{*}, 0\right)=0$ that $\mathcal{R}\left(0, \tau_{*}, 0\right)=0$ and $\mathcal{I}\left(0, \tau_{*}, 0\right)=0$. Let $\varsigma=$ $r e^{i \theta}$. Then solving $\mathcal{G}$ is equivalent to either solve $r=0$ or $\mathcal{R}\left(r^{2}, \tau, \nu\right)=0$ and $\mathcal{I}\left(r^{2}, \tau, \nu\right)=0$. Note that

$$
\begin{aligned}
\mathcal{G}_{\tau}\left(\varsigma, \tau_{*}, 0\right) & =\left(\zeta_{0}^{*}, \mathfrak{F}_{\tau}\left(v, \tau_{*}, 0\right)\right)=\varsigma \lambda^{\prime}\left(\tau_{*}\right)+O\left(|\varsigma|^{2}\right) \\
\mathcal{G}_{\nu}\left(\varsigma, \tau_{*}, 0\right) & =\left(\zeta_{0}^{*}, \mathfrak{F}_{\beta}\left(v, \tau_{*}, 0\right)\right)=-i \omega_{*} \varsigma+O\left(|\varsigma|^{2}\right)
\end{aligned}
$$

Then the Jacobi determinant of functions $\mathcal{R}$ and $\mathcal{I}$ with respect to $\tau$ and $\nu$ is

$$
\operatorname{det}\left[\begin{array}{ll}
\mathcal{R}_{\tau}\left(0, \tau_{*}, 0\right) & \mathcal{R}_{\nu}\left(0, \tau_{*}, 0\right) \\
\mathcal{I}_{\tau}\left(0, \tau_{*}, 0\right) & \mathcal{I}_{\nu}\left(0, \tau_{*}, 0\right)
\end{array}\right]=-\omega_{*} \operatorname{Re}\left\{\lambda^{\prime}\left(\tau_{*}\right)\right\} \neq 0
$$

The implicit function theorem implies that there exists a unique function $\tau=\tau\left(r^{2}\right)$ and $\nu=\nu\left(r^{2}\right)$ satisfying $\tau(0)=\tau_{*}$ and $\nu(0)=0$ such that

$$
\begin{equation*}
\mathcal{R}\left(r^{2}, \tau\left(r^{2}\right), \nu\left(r^{2}\right)\right) \equiv 0, \quad \mathcal{I}\left(r^{2}, \tau\left(r^{2}\right), \nu\left(r^{2}\right)\right) \equiv 0 \tag{6.6}
\end{equation*}
$$

for all sufficient small $r$. Therefore, $g\left(\varsigma, \tau\left(|\varsigma|^{2}\right), \nu\left(|\varsigma|^{2}\right)\right) \equiv 0$ for $\varsigma$ sufficiently near 0 . Therefore, system 1.2 has a bifurcation of periodic solutions. Namely, we have the following result.
Theorem 6.1. In addition to assumption (H2), a Hopf bifurcation for 1.2 occurs at $\tau=\tau_{n, k}\left(u_{2}^{*}(p)\right)$. Namely, in a neighborhood of $(u, \tau)=\left(u_{2}^{*}(p), \tau_{n, k}\left(u_{2}^{*}(p)\right)\right)$ there is a branch of periodic solutions $U_{\tau}(x, t)$ satisfying $U_{\tau}(x, t) \rightarrow u_{2}^{*}(p)$ as $\tau \rightarrow$ $\tau_{n, k}\left(u_{2}^{*}(p)\right)$. The period $T_{\tau}$ of $U_{\tau}(x, t)$ satisfies that $T_{\tau} \rightarrow 2 \pi / \omega_{n}\left(u_{2}^{*}(p)\right)$ as $\tau \rightarrow$ $\tau_{n, k}\left(u_{2}^{*}(p)\right)$.

Note that $d \lambda_{n} \neq 0$, then the Hopf bifurcating periodic solutions $U_{\tau}(x, t)$ is spatially nonhomogeneous. In view of 6.3), we have $P \mathfrak{F}\left(\varsigma \zeta_{0}+\overline{\varsigma \zeta_{0}}+W\left(\varsigma \zeta_{0}+\right.\right.$ $\left.\left.\overline{\varsigma \zeta_{0}}, \tau, \nu\right), \tau, \nu\right) \equiv 0$. Write $W\left(\varsigma \zeta_{0}+\overline{\varsigma \zeta_{0}}, \tau_{*}, 0\right)$ and $\mathcal{G}\left(\varsigma, \tau_{*}, 0\right)$ as

$$
\begin{gathered}
W\left(\varsigma \zeta_{0}+\overline{\varsigma \zeta_{0}}, \tau_{*}, 0\right)=\sum_{k+l \geq 2} \frac{1}{k!l!} W_{k l} \varsigma^{k} \bar{\varsigma}^{l} \\
\mathcal{G}\left(\varsigma, \tau_{*}, 0\right)=\sum_{k+l \geq 2} \frac{1}{k!l!} \mathcal{G}_{k l}^{s} \varsigma^{k} \bar{\varsigma}^{l} .
\end{gathered}
$$

It follows from 6.5 that $\mathcal{G}_{21}=\mathcal{R}_{1}\left(0, \tau_{*}, 0\right)+i \mathcal{I}_{1}\left(0, \tau_{*}, 0\right)$, where $\mathcal{R}_{1}(u, \tau, \nu)=$ $\mathcal{R}_{u}(u, \tau, \nu)$ and $\mathcal{I}_{1}(u, \tau, \nu)=\mathcal{I}_{u}(u, \tau, \nu)$. Therefore, $\mathcal{R}_{1}\left(0, \tau_{*}, 0\right)=\operatorname{Re}\left\{\mathcal{G}_{21}\right\}$ and
$\mathcal{I}_{1}\left(0, \tau_{*}, 0\right)=\operatorname{Im}\left\{\mathcal{G}_{21}\right\}$. From (6.6), we can calculate the derivatives of $\tau\left(r^{2}\right)$ and $\nu\left(r^{2}\right)$ and evaluate at $r=0$ :

$$
\tau^{\prime}(0)=-2 \operatorname{Re}\left\{\mathcal{G}_{21}\right\}, \quad \nu^{\prime}(0)=-2 \operatorname{Im}\left\{z^{\prime}\left(\tau_{*}\right) \overline{\mathcal{G}_{21}}\right\} .
$$

The bifurcation direction is determined by $\operatorname{sgn} \tau^{\prime}(0)$, and the monotonicity of period of bifurcating closed invariant curve depends on $\operatorname{sgn} \nu^{\prime}(0)$. Note that

$$
\mathcal{G}\left(\varsigma, \tau_{*}, 0\right)=i \omega_{*} \varsigma+\left(\zeta_{0}^{*}, \mathfrak{F}\left(\varsigma \zeta_{0}+\overline{\varsigma \zeta_{0}}+W\left(z \zeta_{0}+\overline{z \zeta_{0}}, \tau_{*}, 0\right), \tau_{*}, 0\right)\right)
$$

then we have

$$
\begin{equation*}
\mathcal{G}_{21}=\left(\zeta_{0}^{*}, 2 \mathcal{S}_{\tau_{*}}\left[\zeta_{0}, W_{11}\right]+\mathcal{S}_{\tau_{*}}\left[\bar{\zeta}_{0}, W_{20}\right]+\mathcal{E}_{\tau_{*}}\left[\zeta_{0}, \zeta_{0}, \bar{\zeta}_{0}\right]\right), \tag{6.7}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathcal{S}_{\tau_{*}}[\varphi, \psi]=f^{\prime \prime}\left(u^{*}\right) \varphi\left(-\tau_{*}\right) \psi\left(-\tau_{*}\right), \\
\mathcal{E}_{\tau_{*}}[\varphi, \psi, \phi]=f^{\prime \prime \prime}\left(u^{*}\right) \varphi\left(-\tau_{*}\right) \psi\left(-\tau_{*}\right) \phi\left(-\tau_{*}\right) .
\end{gathered}
$$

We still need to compute $W_{11}$ and $W_{20}$. In fact,

$$
W_{20}=-\mathfrak{L}_{\tau_{*}}^{-1} P \mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \zeta_{0}\right], \quad W_{11}=-\mathfrak{L}_{\tau_{*}}^{-1} P \mathcal{E}_{\tau_{*}}\left[\zeta_{0}, \bar{\zeta}_{0}\right]
$$

Note that $\mathcal{G}_{20}=\left(\zeta_{0}^{*}, \mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \zeta_{0}\right]\right)=0$ and $g_{11}=\left(\zeta_{0}^{*}, \mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \bar{\zeta}_{0}\right]\right)=0$. Namely, $\mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \zeta_{0}\right], \mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \bar{\zeta}_{0}\right] \in$ range $\mathfrak{L}_{\tau_{*}}$. Hence, the projection $P$ on each of $\mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \zeta_{0}\right]$ and $\mathcal{S}_{\tau_{*}}\left[\zeta_{0}, \bar{\zeta}_{0}\right]$ acts as the identity. Thus,

$$
\begin{gather*}
W_{20}=-f^{\prime \prime}\left(u^{*}\right)\left[d \Delta-1+f^{\prime}\left(u^{*}\right) e^{-2 i \omega_{*} \tau_{*}}-2 i \omega_{*}\right]^{-1} \varphi_{n}^{2} \mathrm{e}^{2 i \omega_{*}\left(\cdot-\tau_{*}\right)} \\
W_{11}=-f^{\prime \prime}\left(u^{*}\right)\left[d \Delta-1+f^{\prime}\left(u^{*}\right)\right]^{-1} \varphi_{n}^{2} \tag{6.8}
\end{gather*}
$$

and so

$$
\begin{aligned}
\mathcal{G}_{21}= & f^{\prime \prime \prime}\left(u^{*}\right) w_{*} \exp \left\{-i \omega_{*} \tau_{*}\right\} \int_{\Omega} \varphi_{n}^{4}(x) \mathrm{d} x \\
& -2\left[f^{\prime \prime}\left(u^{*}\right)\right]^{2} w_{*} \exp \left\{-i \omega_{*} \tau_{*}\right\} \int_{\Omega} \varphi_{n}^{2}(x)\left[d \Delta-1+f^{\prime}\left(u^{*}\right)\right]^{-1} \varphi_{n}^{2}(x) \mathrm{d} x \\
& -\left[f^{\prime \prime}\left(u^{*}\right)\right]^{2} w_{*} \exp \left\{-3 i \omega_{*} \tau_{*}\right\} \int_{\Omega} \varphi_{n}^{2}(x)\left[d \Delta-1+f^{\prime}\left(u^{*}\right) e^{-2 i \omega_{*} \tau_{*}}-2 i \omega_{*}\right]^{-1} \\
& \times \varphi_{n}^{2}(x) \mathrm{d} x
\end{aligned}
$$

It is a standard result (see, for example, Guo and Wu [6] and Wu [10]) that for classical Hopf bifurcations, subcritical bifurcating periodic solutions are unstable, while supercritical bifurcating periodic solutions have the same stability as the trivial solution had before the bifurcation. We summarize the above discussion as follows.

Theorem 6.2. Under the assumption (H2), for each fixed $k \in \mathbb{N}_{0}$, there exists a branch of periodic solutions, parameterized by $\tau$, bifurcating from the point $(u, \tau)=$ $\left(u^{*}(p), \tau_{n, k}\left(u_{2}^{*}(p)\right)\right)$. Moreover,
(i) $\operatorname{Re}\left\{\mathcal{G}_{21}\right\}$ determines the direction of the bifurcation and the stability of bifurcating periodic solutions: the bifurcating periodic solutions exist for $\tau>\tau_{n, k}\left(u_{2}^{*}(p)\right)$ (respectively, $\tau<\tau_{n, k}\left(u_{2}^{*}(p)\right)$ ), and have the same stability as the nontrivial steady state $u_{2}^{*}(p)$ had before the bifurcation (respectively, are unstable) if $\operatorname{Re}\left\{\mathcal{G}_{21}\right\}<0$ (respectively, $>0$ );
(ii) $\operatorname{Im}\left\{\lambda^{\prime}\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)\right) \overline{\mathcal{G}_{21}}\right\}$ determines the period of the bifurcating periodic solutions along the branch: the period is greater than (respectively, smaller than) $2 \pi / \omega_{n}\left(\tau_{n, k}\left(u_{2}^{*}(p)\right)\right)$ if it is positive (respectively, negative).

In Theorem 3.3, we know that $u_{1}^{*}(p)$ is an unstable steady state of 1.2 for all $p>p_{*}$ and $\tau \geq 0$. Moreover, for each $(n, k) \in \mathbb{N}_{0}^{2}$ satisfying $u_{1}^{*}(p)<\gamma-1-d \lambda_{n}$, system (1.2) with $p>p_{*}$ undergoes Hopf bifurcation near $u=u_{1}^{*}(p)$ and $\tau=$ $\tau_{1, n, k}\left(u_{1}^{*}(p)\right)$. Using a similar argument, we can discuss the Hopf bifurcation at the nontrivial steady-state solution $u_{1}^{*}(p)$ of $\sqrt{1.2}$ ) and obtain the following result.

Theorem 6.3. For each $(n, k) \in \mathbb{N}_{0}^{2}$ satisfying $u_{1}^{*}(p)<\gamma-1-d \lambda_{n}$, system (1.2) with $p>p_{*}$ undergoes Hopf bifurcation near $u=u_{1}^{*}(p)$ and $\tau=\tau_{n, k}\left(u_{1}^{*}(p)\right)$. Namely, in a neighborhood of $(u, \tau)=\left(u_{1}^{*}(p), \tau_{n, k}\left(u_{1}^{*}(p)\right)\right)$ there is a branch of unstable periodic solutions $U_{\tau}(x, t)$ satisfying $U_{\tau}(x, t) \rightarrow u_{1}^{*}(p)$ as $\tau \rightarrow \tau_{n, k}\left(u_{1}^{*}(p)\right)$. The period $T_{\tau}$ of $U_{\tau}(x, t)$ satisfies that $T_{\tau} \rightarrow 2 \pi / \omega_{n}\left(u_{1}^{*}(p)\right)$ as $\tau \rightarrow \tau_{n, k}\left(u_{1}^{*}(p)\right)$.

## 7. Discussion

This article presents a delayed diffusive model, for which the growth rate not only depends on the present quantities but also its past quantities. The presence of time delay implies that the model depends on the solution at an earlier time in addition to derivatives. In fact, time delay occurs in many real life process, hence mathematical models with time delay may give much more reasonable insights into biological models. The present contribution presents a new mathematical model to understand how Allee effects arise in the model outcomes. Some substantial changes in the dynamics are observed in the model as the parameters vary. In this regard, steady-state bifurcation has been observed for the model. However, more complicated dynamics is observed with delay induced instability which enables the appearance of Hopf bifurcations in the system.

In this article, we compute analytically primary branches of steady state solutions and periodic solutions. In particular, we present the bifurcation direction for each branch of steady state solutions and periodic solutions. Here, we should mention that the analytical results for the direction of Hopf bifurcation and stability properties of the bifurcating solutions can be determined using the theory of normal form and central manifold reduction. In this concept, a second order approximation of the center manifold can be exploited and computation of the first Lyapunov ratio can be used to determine properties of the periodic branches arising from Hopf points. In this article, however, we employ the Lyapunov-Schmidt reduction to obtain the existence of the bifurcating solutions and to see how the time delay significantly affects the direction of Hopf bifurcations.

Motivated by the results given in this paper, another potential extension of the work would be to further investigate global continuation of nontrivial steady state solutions and nonlinear waves in system 1.2 . In fact, we can use the global bifurcation theory to show that nontrivial steady state solutions exist for $p$ not only near to but also far away from $p_{n}$, and that these bifurcations of nonlinear waves exist for $\tau$ not only near to but also far away from the critical values $\tau_{n, k}\left(u_{2}^{*}(p)\right)$.

It is assumed in (H1) and (H2) that $\lambda_{n}$ is a simple eigenvalue of the linear operator $-\Delta$ subject to the homogeneous Neumann boundary condition on $\partial \Omega$. A natural question is what happens to system 1.2 when eigenvalue $\lambda_{n}$ is $m$-multiple $(m \geq 2)$. In this case, the associated eigenspace and hence the kernel space $\mathbb{K}$ is
$m$-dimensional, and then we can employ Lyapunov-Schmidt reduction to obtain a bifurcation mapping $g: \mathbb{R}^{m} \times \mathbb{R} \rightarrow \mathbb{R}^{m}$. However, it is difficult to investigate the existence, multiplicity, and patterns of the bifurcation map $g: \mathbb{R}^{m} \times \mathbb{R} \rightarrow \mathbb{R}^{m}$. Some of these results will be reported later.
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