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#### Abstract

In this article, we study the existence of the integral solution to the neutral functional differential inclusion $$
\begin{gathered} \frac{d}{d t} \mathcal{D} y_{t}-A \mathcal{D} y_{t}-L y_{t} \in F\left(t, y_{t}\right), \quad \text { for a.e. } t \in J:=[0, \infty) \\ y_{0}=\phi \in C_{E}=C([-r, 0] ; E), \quad r>0 \end{gathered}
$$ and the controllability of the corresponding neutral inclusion $$
\begin{gathered} \frac{d}{d t} \mathcal{D} y_{t}-A \mathcal{D} y_{t}-L y_{t} \in F\left(t, y_{t}\right)+B u(t), \quad \text { for a.e. } t \in J \\ y_{0}=\phi \in C_{E} \end{gathered}
$$ on a half-line via the nonlinear alternative of Leray-Schauder type for contractive multivalued mappings given by Frigon. We illustrate our results with applications to a neutral partial differential inclusion with diffusion, and to a neutral functional partial differential equation with obstacle constrains.


## 1. Introduction

Neutral differential equations arise in many areas of applied mathematics, and their general theory was laid in the nineteen sixties. For extensive studies of neutral differential equations, we refer the reader to the monographs [13, 24]. In the case of partial neutral functional differential equations, the first result was obtained by Datko [18]. Since then, a wide range of neutral problems have been investigated, such as: Bohr-Neugebauer type theorems in [2, spectral decomposition problems in [5], existence of decay integral solutions in [6], Hopf bifurcation and stability/instability of periodic orbits in [22, 23, conditional stability for periodic partial neutral differential equations in [26], partial neutral functional differentialdifference equations on the unit circle in [35], and regularity of solutions under nonlocal conditions in 38.

It should be mentioned that, besides the neutral functional differential equations, the inclusion version appears as an essential requirement when we consider neutral differential equations with discontinuous right-hand sides or in control problems. Accordingly, functional-differential inclusions of neutral type have been attracting the attention of many authors. In recent years, the neutral functional differential

[^0]inclusions were addressed; see. e.g. [15, 20, 39, which included the impulsive factors, nonlocal conditions or stochastic process.

Conforming to the trend, in this article, we are interested in the following parabolic differential inclusions of neutral type

$$
\begin{gather*}
\frac{d}{d t} \mathcal{D} y_{t}-A \mathcal{D} y_{t}-L y_{t} \in F\left(t, y_{t}\right), \quad \text { for a.e. } t \in J:=[0, \infty),  \tag{1.1}\\
y_{0}=\phi, \tag{1.2}
\end{gather*}
$$

where $A$ is a Hille-Yosida operator (nondensely defined in general) on a real Banach space $(E,\|\cdot\|) ; y_{t}(\cdot)$ represents the history of the state from time $t-r$, up to the present time $t$, namely $y_{t}(\theta)=y(t+\theta)$, for all $\theta \in[-r, 0] ; F: J \times C_{E} \rightarrow \mathcal{P}(E)$ is a multivalued map with compact values (here, $\mathcal{P}(E)$ denotes the family of all nonempty subsets of $E) ; L, P: C_{E} \rightarrow E$ are bounded linear operators and $\mathcal{D}$ : $C_{E} \rightarrow E$ is also a linear continuous operator, defined by

$$
\mathcal{D} \phi=\phi(0)-P \phi, \quad \forall \phi \in C_{E},
$$

and we study the controllability of the partial neutral functional differential inclusion

$$
\begin{gather*}
\frac{d}{d t} \mathcal{D} y_{t}-A \mathcal{D} y_{t}-L y_{t} \in F\left(t, y_{t}\right)+B u(t), \quad \text { for a.e. } t \in J,  \tag{1.3}\\
y_{0}=\phi \tag{1.4}
\end{gather*}
$$

where the given control function $u(\cdot)$ belongs to $L_{\text {loc }}^{2}([0, \infty) ; \mathcal{U})$, where $\mathcal{U}$ is a Banach space of admissible control functions. $B$ is a bounded linear from $\mathcal{U}$ to $E$.

Many works have been devoted to neutral functional differential equations both denselly defined and non-denselly defined conditions of the linear part $A$. More specifically, when $A$ is the infinitesimal generator of a strongly continuous semigroup on $E$, we refer to [31, while when $A$ is a Hille-Yosida operator, we refer to [1, 3, 27].

For considering problems $(1.1)-(1.2)$ and $(1.3)-(1.4)$, we briefly review some related articles. In [20], the authors investigated the problems $(1.1)-(1.2)$ and $(1.3)$ (1.4) in the case that $J:=[0, a], \mathcal{D} \phi=\phi(0)-f(\cdot, \phi)$ and $L \equiv 0$. The existence and controllability of integral solutions were proved under sufficient conditions by the framework of addmissible multivalued contractions and Leray-Schauder type fixed point theorem given by Frigon. In case of equation situations (that is, $F$ is a single-valued map), the system $(1.1)-(1.2$ was studied by Henríquez and Cuevas in [25]. To be precise, the following equation was considered on the whole line

$$
\frac{d}{d t} D\left(x_{t}\right)=A D\left(x_{t}\right)+L\left(x_{t}\right)+f(t), \quad t \in \mathbb{R}
$$

The authors proved the existence of an almost automorphic solution for above equation and applied abstract results to a neutral wave equation with delay.

It should be mention that, while there are several works considering the neutral functional differential equations/inclusions on finite intervals (see e.g., [20, 29]) as well as the neutral functional differential equations on infinite intervals [1, 2, 3, 6, the existence and controllability for the neutral functional differential inclusions 1.1)- 1.2 and 1.3 - 1.4 on half-lines are, up to our knowledge, completely open. Regarding applications, we investigate the solvability and controlability for the explicit neutral partial differential inclusions. We also apply our abstract results to a new class of neutral functional differential variational inequalities.

The main tools used to investigate the existence results for initial-valued problem (1.1)- 1.2 ) and the controllability of the control inclusion (1.3)-1.4) are based on the technique associated with integrated semigroups [10, 19, 28, multivalued analysis and nonlinear alternative arguments [21. In this spirit, we have to impose that the multivalued part $F$ is of Carathéodory class, the linear operator $P$ has norm less than 1 and some technical conditions are supposed. To assure the controllability of $(1.3)-(\sqrt{1.4})$, we require the Cauchy operator formed by the semigroup generated by the part of $A$ together operator $B$ has an bounded invertible operator.

The remainder of this article is organized as follows. The precise analytic framework is given in Section 2 below. Section 3 is devoted to the existence result of integral solutions on a half-line for $1.1-(1.2)$, while Section 4 presents the controllability at infinity for (1.3)-(1.4). Our main results are contained in Theorem 3.3 and Theorem 4.4. Two examples of these abstract results to a class of neutral partial differential inclusions with the Hille-Yosida linear parts and neutral functional partial differential equations with obstacle constrains are given in Section 5.

## 2. Preliminaries

2.1. Multivalued analysis. In this section, we recall some results on multivalued analysis and on the nonlinear alternative for multivalued admissible contractions in Fréchet spaces due to [16] and [21]. Let $X$ be a metric space, $\wedge$ be a directed set and $d_{\alpha}, \alpha \in \wedge$ be a metric in $X$; we define

$$
\begin{gathered}
\mathcal{P}(X)=\{Y \subset X: Y \neq \emptyset\} \\
\mathcal{P}_{c l}(X)=\{Y \in \mathcal{P}(X): Y \text { closed }\} \\
\mathcal{P}_{c p}(X)=\{Y \in \mathcal{P}(X): Y \text { compact }\}, \\
\mathcal{P}_{b}(X)=\{Y \in \mathcal{P}(X): Y \text { bounded }\}
\end{gathered}
$$

and denote by $D_{\alpha}, \alpha \in \wedge$ the Hausdorff pseudometric induced by the metric $d_{\alpha}$,

$$
\begin{aligned}
D_{\alpha}(A, B)=\inf \{ & \epsilon>0: \forall x \in A, y \in B, \exists \bar{x} \in A, \bar{y} \in B \\
& \text { such that } \left.d_{\alpha}(x, \bar{y})<\epsilon, d_{\alpha}(\bar{x}, y)<\epsilon\right\},
\end{aligned}
$$

with $\inf \emptyset=\infty$. In the particular case, that $X$ is a complete locally convex space, we say that a subset $A \subset X$ is bounded if $D_{\alpha}(\{0\}, A)<\infty$ for every $\alpha \in \wedge$.
Definition 2.1. Let $X, E$ be two Fréchet spaces. A multivalued map $F: X \rightarrow$ $\mathcal{P}(E)$ is called an admissible contraction with constants $\left\{k_{\alpha}\right\}_{\alpha \in \wedge}$ if for each $\alpha \in \wedge$ there exists $k_{\alpha} \in(0,1)$ such that the following statements hold
(i) $D_{\alpha}(F(x), F(y)) \leq k_{\alpha} d_{\alpha}(x, y)$ for all $x, y \in X$.
(ii) for every $x \in X$ and every $\epsilon \in(0, \infty)^{\wedge}$, there exists $y \in F(x)$ such that

$$
d_{\alpha}(x, y) \leq d_{\alpha}(x, F(x))+\epsilon_{\alpha} \quad \text { for every } \alpha \in \wedge .
$$

We recall the following result which gives sufficient conditions ensuring the existence of a fixed point for admissible multivalued contractions, due to Frigon [21, Corollary 3.5]. The following alternative of Leray-Schauder type theorem will play a critical role in exploring the existence of solutions to our problems.

Theorem 2.2 (Nonlinear Alternative). Let $X$ be a Fréchet space, $U$ be an open neighborhood with its origin in $X$, and $N: \bar{U} \rightarrow \mathcal{P}(X)$ be an admissible multivalued contraction. Assume that $N$ is bounded. Then one of the following statements holds:
(i) $N$ has a fixed point;
(ii) there exists $\lambda \in[0,1)$ and $x \in \partial U$ such that $x \in \lambda N(x)$.

To use nonlinear alternative argument given by Theorem2.2, we would like to apply the Hausdorff distance between two subsets in $E$ defined by $H_{d}: \mathcal{P}(X) \times$ $\mathcal{P}(X) \rightarrow \mathbb{R}_{+} \cup\{\infty\}$,

$$
H_{d}(A, B)=\max \left(\sup _{a \in A} d(a, B), \sup _{b \in B} d(A, b)\right)
$$

where $d(a, B)=\inf _{b \in B} d(a, b), d(A, b)=\inf _{a \in A} d(a, b)$. We note that the space ( $\left.\mathcal{P}_{c l}(X), H_{d}\right)$ is a generalized metric space.

For compact valued measurable multifunctions, we obtain the following result.
Proposition 2.3. If $\Gamma_{1}$ and $\Gamma_{2}$ are compact valued measurable multifunctions then the multifunction $t \multimap \Gamma_{1}(t) \cap \Gamma_{2}(t)$ is measurable.

The following theorem gives a criterion for the existence of the measurable selection of the multifunction.

Theorem 2.4. Let $X$ be a separable metric space, $(T, \sigma)$ be a measurable space, $\Gamma$ be a multifunction from $T$ to complete nonempty subsets of $X$. If for each open set $V$ in $X, \Gamma^{-}(V)=\{t: \Gamma(t) \cap V \neq \emptyset\}$ belongs to $\sigma$, then $\Gamma$ admits a measurable selection.

In the last part of this subsection, we recall the definition of a multivalued mapping of the Carathéodory class which acts on $[0, \infty) \times X$ to $\mathcal{P}(Y)$, here $Y$ stands for another Banach space. Throughout the paper, we always assume that the multivalued parts are Carathéodory functions.
Definition 2.5. The multifunction $F:[0, \infty) \times X \rightarrow \mathcal{P}(Y)$ is of $L_{1}$-Carathéodory class if it satisfies the following assertions:
((i) $t \mapsto F(t, y)$ is measurable for each $y \in X$.
(ii) $x \mapsto F(t, x)$ is continuous for almost all $t \in[0, \infty)$.
(iii) For each $q>0$, there exists $h_{q} \in L_{\mathrm{loc}}^{1}\left([0, \infty), \mathbb{R}_{+}\right)$such that

$$
\|F(t, y)\| \leq h_{q}(t) \quad \text { for }\|y\| \leq q, \text { and for almost all } t \in[0, \infty)
$$

2.2. Integrated semigroup. We recall some essential concepts and results related to integrated semigroups that will be used to give the variation of constants formula for integral solutions of $(1.1)-(1.2)$. For further details, we refer to [10, 19, 30, 36 .
Definition 2.6. An integrated semigroup is a family $\{S(t)\}_{t \geq 0}$ of bounded linear operators on $X$ with the following properties:
(i) $S(0)=0$;
(ii) $t \mapsto S(t) v$ is continuous for each $v \in X$;
(iii) $S(s) S(t) v=\int_{0}^{s}(S(t+r)-S(r)) v d r$, for all $t, s \geq 0, v \in X$.

The integrated semigroup $\{S(t)\}_{t \geq 0}$ is called nondegenerate if $S(t) v=0$ for all $t \geq 0$ implies that $v=0$.
Definition 2.7. An operator $A$ is said to be a generator of the integrated semigroup $\{S(t)\}_{t \geq 0}$ on $X$ if there exists $\omega \in \mathbb{R}$ such that $(\omega ;+\infty) \subset \rho(A)$ and

$$
R(\lambda, A) v:=(\lambda I-A)^{-1} v=\lambda \int_{0}^{+\infty} e^{-\lambda t} S(t) v d t
$$

for all $\lambda>\omega$ and $v \in X$.

We have the following relations between an integrated semigroup and its generator (see, e.g, [10, 11]).

Proposition 2.8. Let $A$ be the generator of an integrated semigroup $\{S(t)\}_{t \geq 0}$. Then
(1) for all $x \in X$ and $t \geq 0$, one gets

$$
\int_{0}^{t} S(\tau) x d \tau \in D(A) \quad \text { and } \quad S(t) x=A\left(\int_{0}^{t} S(\tau) x d \tau\right)+t x
$$

(2) for all $x \in D(A)$ and $t \geq 0$, we have

$$
S(t) x \in D(A), \quad A S(t) x=S(t) A x, \quad S(t) x=\int_{0}^{t} S(\tau) A x d \tau+t x
$$

(3) $R(\lambda, A) S(t)=S(t) R(\lambda, A)$, for all $t \geq 0, \lambda>\omega$.

We next give the precise concept of a locally Lipschitz continuous integrated semigroup in the following definition (see [28]).

Definition 2.9. An integrated semigroup $\{S(t)\}_{t \geq 0}$ is called locally Lipschitz continuous, if for all $\tau>0$, there exists a constant $L_{\tau}>0$ such that

$$
\|S(t)-S(s)\|_{\mathcal{L}(X)} \leq L_{\tau}|t-s|, \text { for all } t, s \in[0, \tau]
$$

It is known (see [28]) that a Lipschitz continuous integrated semigroup is exponentially bounded. The below lemma addresses equivalent relations between the generator of a nondegenerate, the locally Lipschitz continuous integratedsemigroup and the Hille-Yosida operator.

Lemma 2.10. The following assertions are equivalent:
(i) $A$ is the generator of a nondegenerate, locally Lipschitz continuous integrated semigroup;
(ii) A satisfies the Hille-Yosida condition, that is, there exist $M \geq 0$ and $\omega \in \mathbb{R}$ such that $(\omega ;+\infty) \subset \rho(A)$ and

$$
\sup \left\{(\lambda-\omega)^{n}\left\|(\lambda I-A)^{-n}\right\|_{\mathcal{L}(X)}: n \in \mathbb{N}, \lambda>\omega\right\} \leq M
$$

We mention that if $\{S(t)\}_{t \geq 0}$ is an integrated semigroup generated by a HilleYosida operator $A$, then $t \mapsto S(t) v$ is differentiable for each $v \in \overline{D(A)}$ and $\left\{S^{\prime}(t)\right\}_{t \geq 0}$ is a $C_{0}$-semigroup on $\overline{D(A)}$ generated by the part $A_{0}$ of $A$, which is defined by

$$
\begin{gathered}
D\left(A_{0}\right)=\{v \in D(A): A v \in \overline{D(A)}\} \\
A_{0} v=A v, \quad \text { for } v \in D\left(A_{0}\right)
\end{gathered}
$$

The following proposition provides the continuous differentiability of the function defined by an integrated semigroup and an estimate of its derivative (see [28]).

Proposition 2.11. Let $\{S(t)\}_{t \geq 0}$ be a locally Lipschitz continuous integrated semigroup on $X$ and $f:[0, T] \rightarrow X$ be a Bochner integrable function. Then the function $V:[0, T] \rightarrow X$,

$$
V(t)=\int_{0}^{t} S(t-s) f(s) d s
$$

is continuously differentiable and, moreover,

$$
\left\|V^{\prime}(t)\right\| \leq 2 L_{T} \int_{0}^{t}\|f(s)\| d s
$$

for all $t \in[0, T]$, where $L_{T}$ is the Lipschitz constants of $S$ on $[0, T]$ given by Definition 2.9 .

In addition, we have the relation between $V^{\prime}(t)$ and $S^{\prime}(t)$, that

$$
R(\lambda, A) V^{\prime}(t)=\int_{0}^{t} S^{\prime}(t-s) R(\lambda, A) f(s) d s
$$

This implies that

$$
V^{\prime}(t)=\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) \lambda R(\lambda, A) f(s) d s
$$

thanks to the facts that $\lim _{\lambda \rightarrow \infty} \lambda R(\lambda, A) v=v$ for all $v \in X$.
We consider the linear problem involving Hille-Yosida operator

$$
\begin{gather*}
u^{\prime}(t)=A u(t)+f(t), \quad t>0  \tag{2.1}\\
u(0)=\xi, \quad t \in \mathbb{R} \tag{2.2}
\end{gather*}
$$

where $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{+} ; X\right)$, here $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{+} ; X\right)$ the space of integrable functions in the sense of Bochner.

By an integral solution to $2.1-\left(2.2\right.$ we mean a continuous function $u: \mathbb{R}^{+} \rightarrow$ $\overline{D(A)}$ satisfying the integral equation

$$
u(t)=S^{\prime}(t) \xi+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} S^{\prime}(t-\tau) \lambda(\lambda I-A)^{-1} f(\tau) d \tau
$$

for all $t \in \mathbb{R}^{+}$.

## 3. Integral solutions

In this section, we establish sufficient conditions for the existence of integral solutions to the problem (1.1)-(1.2). Assume that $A, P$ and $F$ satisfy the following hypotheses:
(H1) $A$ is a Hille-Yosida operator generating an integrated semigroup $\{S(t)\}_{t \geq 0}$.
(H2) $\|P\|<1$.
(H3) $F$ is of Carathéodory class. Moreover,
(1) there exist a continuous nondecreasing function $\psi:[0, \infty) \rightarrow[0, \infty)$ and a function $p \in L_{\mathrm{loc}}^{1}\left([0, \infty), \mathbb{R}_{+}\right)$such that
$\|F(t, y)\| \leq p(t) \psi(\|y\|)$ for a.e. $t \in J, \forall y \in C([-r, 0], \overline{D(A)})$, where $\psi: J \rightarrow J$ satisfies

$$
\int_{1}^{\infty} \frac{d s}{s+\psi(s)}=\infty
$$

(2) for all $R>0$, there exists $l_{R} \in L_{\mathrm{loc}}^{1}\left([-r, \infty), \mathbb{R}_{+}\right)$such that

$$
H_{d}(F(t, y), F(t, \bar{y})) \leq l_{R}(t)\|y-\bar{y}\|
$$

for all $y, \bar{y} \in C_{E}$ with $\|y\|,\|\bar{y}\| \leq R$, and

$$
d(0, F(t, 0)) \leq l_{R}(t) \quad \text { for a.e. } t \in J
$$

For each $v \in C([-r, \infty) ; X)$ we denote the selection of $F$ by

$$
S_{F, v}=\left\{g \in L_{\mathrm{loc}}^{1}(J, E): g(t) \in F\left(t, v_{t}\right) \text { for a.e. } t \in J\right\}
$$

Definition 3.1. A continuous function $y \in C([-r, \infty), \overline{D(A)})$ is called an integral solution of (1.1) if there exists a function $g \in S_{F, y}$ such that the following assertions hold
(i) $\int_{0}^{t} \mathcal{D} y_{s} d s \in \overline{D(A)}$, for all $t \geq 0$,
(ii)

$$
\mathcal{D} y_{t}=\mathcal{D} \phi+A \int_{0}^{t} \mathcal{D} y_{s} d s+L \int_{0}^{t} \mathcal{D} y_{s} d s+\int_{0}^{t} g(s) d s, \quad \text { for all } t \geq 0
$$

(iii) $y_{0}=\phi$ on $[-r, 0]$.

Remark 3.2. If an integral solution of (1.1) exists, then it is given as in 44 by the variation of constants formula

$$
\mathcal{D} y_{t}=S^{\prime}(t) \mathcal{D} \phi(0)+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s
$$

where $R_{\lambda}=\lambda R(\lambda, A)$.
For each $n \in \mathbb{N}$ we define on $C([-r, \infty), \overline{D(A)})$ a semi-norm

$$
\|y\|_{n}:=\sup _{t \leq n} e^{-\left(w t+\tau L_{n}(t)\right)}\|y(t)\|
$$

for a suitable choice of $L_{n}(t)$ in the main theorems. Then, $C([-r, \infty), \overline{D(A)})$ is a Fréchet space with the family of semi-norm $\left\{\|\cdot\|_{n}\right\}_{n \geq 1}$. In order to apply the nonlinear altenative argument given in Theorem 2.2 , we shall choose $\tau$ sufficiently large. We now provide the solvability result for problem 1.1

Theorem 3.3. Suppose that hypotheses (H1)-(H3) are satisfied. Then problem (1.1)-(1.2) has at least one integral solution on $[-r, \infty)$.

Proof. Consider the operator $N: C([-r, \infty), \overline{D(A)}) \rightarrow \mathcal{P}(C([-r, \infty), \overline{D(A)}))$ defined by,

$$
N(y)(t)=\left\{\begin{array}{l}
\phi(t), \quad \text { if } t \in[-r, 0] \\
S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s, \quad g \in S_{F, y}, \quad \text { if } t \in J
\end{array}\right.
$$

It is clear that the fixed points of the operator $N$ are integral solutions of the problem (1.1)- 1.2 . Thus, we shall show that $N$ has a fixed point. The proof of this is long and technical and is therefore divided into several steps.
Step 1: Estimate the possible solutions to $1.1-1.2$. Let $y$ be a solution of the initial valued problem (1.1)-1.2). Then one gets $y \in N(y)$ and there exists $g \in S_{F, y}$ such that, for each $t \in[0, \infty)$, we have
$y(t)=S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s$.
By the strong continuity of semigroup $\left\{S^{\prime}(t)\right\}_{t \geq 0}$, there are $M \geq 1$ and $\omega \in \mathbb{R}$ so that

$$
\left\|S^{\prime}(t)\right\|_{\mathcal{L}(E)} \leq M e^{\omega t}, \quad \forall t \geq 0
$$

Moreover, taking into account that $\lim _{\lambda \rightarrow \infty} R_{\lambda} v=v$ for all $v \in E$, we have $\lim _{\lambda \rightarrow \infty}\left\|R_{\lambda}\right\|=1$. Hence,

$$
\begin{align*}
\|y(t)\| & \leq M e^{w t}\|\mathcal{D} \phi\|+\left\|P y_{t}\right\|+M e^{w t}\|L\| \int_{0}^{t} e^{-w s}\left\|y_{s}\right\| d s  \tag{3.1}\\
& +M e^{w t} \int_{0}^{t} e^{-w s} p(s) \psi(\|y\|) d s
\end{align*}
$$

For a given $n \in \mathbb{N}$, we define $\mu:[0, n] \rightarrow \mathbb{R}^{+}$as

$$
\mu(t)=\sup \{\|y(s)\|:-r \leq s \leq t\}
$$

Let $t^{*} \in[-r, t]$ be such that $\mu(t)=\left\|y\left(t^{*}\right)\right\|$. If $t^{*} \in[0, n]$, by estimate 3.1) we have

$$
\begin{align*}
e^{-w t} \mu(t) \leq & \frac{M(1+\|P\|)\|\phi\|}{1-\|P\|}+\frac{M\|L\|}{1-\|P\|} \int_{0}^{t} e^{-w s}\left\|y_{s}\right\| d s  \tag{3.2}\\
& +\frac{M}{1-\|P\|} \int_{0}^{t} e^{-w s} p(s) \psi(\mu(s)) d s, \quad \text { for } t \in[0, n]
\end{align*}
$$

If $t^{*} \in[-r, 0]$, then $\mu(t)=\|\phi\|$. This implies that the inequality 3.2 holds. Let

$$
v(t)=\frac{M(1+\|P\|)\|\phi\|}{1-\|P\|}+\frac{M\|L\|}{1-\|P\|} \int_{0}^{t} e^{-w s}\left\|y_{s}\right\| d s+\frac{M}{1-\|P\|} \int_{0}^{t} e^{-w s} p(s) \psi(\mu(s)) d s
$$

Thus,

$$
\mu(t) \leq e^{w t} v(t) \text { for all } t \in[0, n]
$$

Then it is easy to see that

$$
\begin{gathered}
v(0)=\frac{M(1+\|P\|)\|\phi\|}{1-\|P\|} \\
v^{\prime}(t)=\frac{M\|L\|}{1-\|P\|} e^{-w t}\left\|y_{t}\right\|+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi(\mu(t))
\end{gathered}
$$

Since $\psi$ is an increasing function, we obtain

$$
\begin{aligned}
v^{\prime}(t) & \leq \frac{M\|L\|}{1-\|P\|} e^{-w t} \mu(t)+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi\left(e^{w t} v(t)\right) \\
& \leq \frac{M\|L\|}{1-\|P\|} e^{-w t} e^{w t} v(t)+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi\left(e^{w t} v(t)\right) \text { for a.e. } t \in[0, n]
\end{aligned}
$$

Therefore,

$$
e^{w t} v^{\prime}(t) \leq \frac{M\|L\|}{1-\|P\|} e^{w t} v(t)+\frac{M}{1-\|P\|} p(t) \psi\left(e^{w t} v(t)\right) \quad \text { for a.e. } t \in[0, n] .
$$

So

$$
\begin{aligned}
\left(e^{w t} v(t)\right)^{\prime} & =w e^{w t} v(t)+e^{w t} v^{\prime}(t) \\
& \leq\left(w+\frac{M\|L\|}{1-\|P\|}\right) e^{w t} v(t)+\frac{M}{1-\|P\|} p(t) \psi\left(e^{w t} v(t)\right) \\
& \leq m(t)\left(e^{w t} v(t)+\psi\left(e^{w t} v(t)\right)\right), \quad \text { for a.e. } t \in[0, n]
\end{aligned}
$$

where

$$
m(t)=\max \left\{w+\frac{M\|L\|}{1-\|P\|} ; \frac{M}{1-\|P\|} p(t)\right\}
$$

Thus,

$$
\int_{v(0)}^{e^{w t} v(t)} \frac{d \xi}{\xi+\psi(\xi)} \leq \int_{0}^{n} m(s) d s<\infty
$$

Consequently, from (H3)(1) there exists a constant $d_{n}$ such that $e^{w t} v(t) \leq d_{n}, t \in$ $[0, n]$ and hence $\sup _{-r \leq s \leq n}\left\|y_{s}\right\| \leq \max \left\{\|\phi\|, d_{n}\right\}:=M_{n}$.
Step 2: Construct an open neightborhood with its origin in $C([-r, \infty), E)$. Set

$$
U=\left\{y \in C([-r, \infty), E): \sup \{\|y(t)\|: t \leq n\}<M_{n}+1, \text { for all } n \in \mathbb{N}\right\}
$$

Clearly, $U$ is an open neighbourhood of the origin in $C([-r, \infty), E)$. We consider the multifunction $N: \bar{U} \rightarrow \mathcal{P}(C([-r, \infty), \overline{D(A)}))$.
Step 3: $N$ is a contraction mapping. We prove that there exists $0<\gamma<1$ ensuring

$$
H_{d}(N(y), N(\bar{y})) \leq \gamma\|y-\bar{y}\|_{n} \text { for all } y, \bar{y} \in \bar{U}
$$

Let $y, \bar{y} \in \bar{U}$ and $h \in N(y)$. By the definition of $N$, there exists $g \in S_{F, y}$ such that

$$
\begin{aligned}
h(t)= & S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s, \quad t \geq 0
\end{aligned}
$$

From (H3)(2) and the definition of $U$, it follows that

$$
H_{d}\left(F\left(t, y_{t}\right), F\left(t, \bar{y}_{t}\right)\right) \leq \ell_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad \forall t \in[0, n] .
$$

where $\ell_{n}(t)=l_{M_{n}+1}(t)$. Hence, there is $w \in F\left(t, y_{t}\right)$ such that

$$
\|g(t)-w\| \leq \ell_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad \forall t \in[0, n]
$$

We introduce the mapping $U_{*}:[0, n] \rightarrow \mathcal{P}(E)$ given by

$$
U_{*}(t)=\left\{w \in E:\|g(t)-w\| \leq \ell_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|\right\}
$$

By applying Proposition 2.3, we deduce that the multivalued operator $V_{*}(t)=$ $U_{*}(t) \cap F\left(t, \bar{y}_{t}\right)$ is measurable. Thus, by Theorem 2.4, there exists a function $\bar{g}$, which is a measurable selection for $V_{*}$. So, $\bar{g} \in F\left(t, \bar{y}_{t}\right)$ and

$$
\|g(t)-\bar{g}(t)\| \leq l_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad \forall t \in[0, n] .
$$

Let us define

$$
\begin{aligned}
\bar{h}(t)= & S^{\prime}(t) \mathcal{D} \phi(0)+P \bar{y}_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L \bar{y}_{t} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} \bar{g}(s) d s
\end{aligned}
$$

Additionally, a simple calculation gives

$$
\begin{align*}
\|h(t)-\bar{h}(t)\| \leq & \left\|P y_{t}-P \bar{y}_{t}\right\|+\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(L y_{s}-L \bar{y}_{t}\right) d s\right\| \\
& +\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}(g(s)-\bar{g}(s)) d s\right\| \tag{3.3}
\end{align*}
$$

Put

$$
\bar{L}_{n}(t)=\int_{0}^{t} M \bar{k}_{n}(s) d s, \quad \bar{k}_{n}(t)=\max \left\{\|L\|, \ell_{n}(t)\right\}
$$

Estimates for the terms on the right-hand side of 3.3 are shown below. For the first one, we have

$$
\begin{aligned}
\left\|P y_{t}-P \bar{y}_{t}\right\| & \leq\|P\|\left\|y_{t}-\bar{y}_{t}\right\| \\
& \leq\|P\| e^{w t+\tau \bar{L}_{n}(t)} e^{-\left(w t+\tau \bar{L}_{n}(t)\right)}\|y-\bar{y}\| \\
& \leq\|P\| e^{w t+\tau \bar{L}_{n}(t)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

and for the second term, we have

$$
\begin{aligned}
& \left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(L y_{s}-L \bar{y}_{t}\right) d s\right\| \\
& \leq M e^{w t}\|L\| \int_{0}^{t} e^{-w s}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} k_{n}(s) e^{\tau \bar{L}_{n}(s)} e^{-\left(w s+\tau \bar{L}_{n}(s)\right)}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} k_{n}(s) e^{\tau \bar{L}_{n}(s)}\|y-\bar{y}\|_{n} d s \\
& \leq \frac{1}{\tau} e^{w t+\tau \bar{L}_{n}(t)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

For the last term of (3.3), one has

$$
\begin{aligned}
\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}(g(s)-\bar{g}(s)) d s\right\| & \leq M e^{w t} \int_{0}^{t} e^{-w s}\|g(s)-\bar{g}(s)\| d s \\
& \leq M e^{w t} \int_{0}^{t} e^{-w s} \ell_{n}(s)\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} k_{n}(s) e^{\tau \bar{L}_{n}(s)}\|y-\bar{y}\|_{n} d s \\
& \leq \frac{1}{\tau} e^{w t+\tau \bar{L}_{n}(t)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

Then, we obtain

$$
|h(t)-\bar{h}(t)| \leq\left(\|P\|+\frac{2}{\tau}\right) e^{w t+\tau \bar{L}_{n}(t)}\|y-\bar{y}\|_{n}, \quad \forall t \in[0, n]
$$

which yields

$$
\|h-\bar{h}\|_{n} \leq\left(\|P\|+\frac{2}{\tau}\right)\|y-\bar{y}\|_{n}
$$

By an analogous relation, obtained by interchanging the roles of $y$ and $\bar{y}$, it follows that

$$
H_{d}(N(y), N(\bar{y})) \leq\left(\|P\|+\frac{2}{\tau}\right)\|y-\bar{y}\|_{n}
$$

Since $\|P\|<1$, we can choose $\tau$ sufficiently large such that $\|P\|+\frac{2}{\tau}<1$. Then, $N$ is a contraction mapping.
Step 4: $N$ is an admissible multivalued map. We consider the map $N$ : $C([-r, n], \overline{D(A)}) \rightarrow \mathcal{P}_{c l}(C([-r, n], \overline{D(A)}))$, given by

$$
N(y)=\{h \in C([-r, n], \overline{D(A)}):
$$

$$
\begin{aligned}
& h(t)=\left\{\begin{array}{l}
\phi(t), \quad \text { if } t \in[-r, 0] \\
S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s, \quad \text { if } t \in[0, n]
\end{array}\right. \\
& \} .
\end{aligned}
$$

where, $g \in S_{F, y}^{n}=\left\{h \in L^{1}([0, n], \overline{D(A)}): h(t) \in F\left(t, y_{t}\right)\right.$ for a.e. $\left.t \in[0, n]\right\}$.
From Assumptions (H1)-(H3) and that $F$ is a multivalued map with compact values, for every $y \in C([-r, n], \overline{D(A)})$, we have $N(y) \in \mathcal{P}_{c p}(C([-r, n], \overline{D(A)}))$, and that there exists $y_{*} \in C([-r, n], \overline{D(A)})$ such that $y_{*} \in N\left(y_{*}\right)$ (for a proof in detail, see Benchohra-Ouahab [14]).

Now let $h \in C([-r, n], \overline{D(A)}), \bar{y} \in \bar{U}$ and $\epsilon>0$ be an arbitrary small. If $y_{*} \in$ $N(\bar{y})$, we have $\left\|y_{*}^{n}-N_{n}(\bar{y})\right\|=0$ and

$$
\begin{aligned}
\left|\bar{y}(t)-y_{*}(t)\right| & \leq|\bar{y}(t)-h(t)|+\left|y_{*}(t)-h(t)\right| \\
& \leq\left|\bar{y}-N(\bar{y}) \|_{n} e^{\omega t+\tau \bar{L}_{n}(t)}+\left|y_{*}(t)-h(t)\right|, \quad t \in[0, n] .\right.
\end{aligned}
$$

Since $h$ is arbitrary we may suppose that $h \in B\left(y_{*}, \epsilon\right)$. Therefore,

$$
\left\|\bar{y}-y_{*}\right\|_{n} \leq\|\bar{y}-N(\bar{y})\|_{n}+\epsilon
$$

On the other hand, if $y_{*} \notin N(\bar{y})$, then $\left\|y_{*}-N(\bar{y})\right\| \neq 0$. By the compactness of $N(\bar{y})$, there exists $x \in N(\bar{y})$ such that $\left\|y_{*}-N(\bar{y})\right\|=\left\|y_{*}-x\right\|$. Thus,

$$
\begin{aligned}
|\bar{y}(t)-x(t)| & \leq|\bar{y}(t)-h(t)|+|x(t)-h(t)| \\
& \leq\|\bar{y}-N(\bar{y})\|_{n} e^{\omega t+\tau \bar{L}_{n}(t)}+|x(t)-h(t)|, \quad t \in[0, n] .
\end{aligned}
$$

Since $h$ is arbitrary, we may suppose that $h \in B(x, \epsilon)$. Then

$$
\|\bar{y}-x\|_{n} \leq\|\bar{y}-N \bar{y}\|_{n}+\epsilon
$$

Hence, $N$ is an admissible operator contraction. In addition, because of the choice of $U$, there is no element $y \in \partial U$ such that $y \in \lambda N(y)$ for some $\lambda \in[0,1)$. We deduce from Theorem 2.2 that $N$ has at least one fixed point which is an integral solution of $\sqrt{1.1}-(\sqrt{1.2})$, which completes the proof of our assertions.

## 4. Controllability

This section concerns the controllability of problem (1.3)- 1.4). We start by introducing the following definitions. First, we mention the definition of the integral solution for $1.3-(1.4)$.

Definition 4.1. A continuous function $y \in C([-r, \infty), \overline{D(A)})$ is called an integral solution of (1.3)-(1.4) if there exist a selection $g \in S_{F, y}$ and a control $u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{+} ; \mathcal{U}\right)$ such that
(i) $\int_{0}^{t} \mathcal{D} y_{s} d s \in \overline{D(A)}, t \geq 0$,
(ii) $\mathcal{D} y_{t}=\mathcal{D} \phi+A \int_{0}^{t} \mathcal{D} y_{s} d s+L \int_{0}^{t} \mathcal{D} y_{s} d s+\int_{0}^{t} g(s) d s+\int_{0}^{t}(B u)(s) d s, t \geq 0$,
(iii) $y_{0}=\phi, \forall t \in[-r, 0]$.

We also have that the integral solution $y$ of $\sqrt{1.3}-(1.4)$ satisfies the variation of constant formula

$$
\begin{aligned}
\mathcal{D} y_{t}= & S^{\prime}(t) \mathcal{D} \phi(0)+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u(s) d s, \quad \text { for a.e. } t \in J .
\end{aligned}
$$

where $g \in S_{F, y}$ and $u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{+} ; \mathcal{U}\right)$.
Definition 4.2. The neutral problem (1.3) is said to be controllable on a half-line $\mathbb{R}^{+}$(or controllable at infinity) if for any continuous function $\phi$ on $[-r, 0]$, for any $x_{1} \in E$ and for each $n \in \mathbb{N}$ there exists a control $u(\cdot) \in L^{2}([0, n] ; \mathcal{U})$ such that the integral solution $y$ of (1.3) with initial valued $y_{0}=\phi$ satisfies $y(n)=x_{1}$.

Let us introduce the following assumption imposed on $B$.
(H4) For each $n>0$ the linear operator $W: L^{2}([0, n], \mathcal{U}) \rightarrow E$ defined by

$$
W u=\int_{0}^{n} S^{\prime}(n-s) B u(s) d s
$$

has an invertible operator $W^{-1}$ which takes values in $L^{2}([0, n], \mathcal{U}) \backslash \operatorname{ker} W$ and there exist positive constants $M_{1}, M_{2}$ such that $\|B\| \leq M_{1}$ and $\left\|W^{-1}\right\| \leq$ $M_{2}$.

Remark 4.3. The question of the existence of the operator of $W$ and its inverse was discussed in the paper by N. Carmichael and M.D. Quinn [32].

We are now in a position to state the main result in this section.
Theorem 4.4. Assume that hypotheses (H1)-(H4) hold. Then the partial neutral differential inclusion 1.3 is controllable at infinity.

Proof. Let $\phi \in C_{E}$ and $x_{1} \in E$. Using hypothesis (H4), for each $y(\cdot), g \in S_{F, y}$ and for each $n \in \mathbb{N}$, we define the control

$$
\begin{aligned}
u_{y}^{n}(t)= & W^{-1}\left[x_{1}-P y_{n}-S^{\prime}(n) \mathcal{D} \phi(0)-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-s) R_{\lambda} L y_{s} d s\right. \\
& \left.-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-s) R_{\lambda} g(s) d s\right](t) \\
= & W^{-1}\left[\mathcal{D} y_{n}-S^{\prime}(n) \mathcal{D} \phi(0)-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-s) R_{\lambda} L y_{s} d s\right. \\
& \left.-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-s) R_{\lambda} g(s) d s\right](t)
\end{aligned}
$$

Consider the operator $\mathcal{Q}: C([-r, \infty), \overline{D(A)}) \rightarrow \mathcal{P}(C([-r, \infty), \overline{D(A)}))$ defined by:

$$
\begin{aligned}
& \mathcal{Q}(y)=\{h \in C([-r, \infty], \overline{D(A)}): \\
& \quad h(t)=\left\{\begin{array}{l}
\phi(t), \quad \text { if } t \in[-r, 0], \\
S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u_{y}^{n}(s) d s, g \in S_{F, y} \\
\text { if } t \in[0, \infty)
\end{array}\right.
\end{aligned}
$$

\}.
It is clear that the fixed points of $\mathcal{Q}$ are integral solutions to problem 1.3$)-1.4$.
Let $y \in C([-r, \infty), \overline{D(A)})$ be a solution of the problem 1.3)-1.4). Then there exists $g \in S_{F, y}$ such that for each $t \in[0, \infty)$, one has

$$
\begin{aligned}
y(t)= & S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u_{y}^{n}(s) d s .
\end{aligned}
$$

This implies by (H3)(2) and (H4) that, for each $t \in[0, n]$, we have

$$
\begin{align*}
\|y(t)\| \leq & M e^{w t}\|\mathcal{D} \phi\|+\left\|P y_{t}\right\|+M e^{\omega t} \int_{0}^{t}\left\|L y_{s}\right\| d s \\
& +M e^{w t} \int_{0}^{t} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s+M e^{w t} \int_{0}^{t} e^{-w s}\left\|B u_{y}^{n}(s)\right\| d s \tag{4.1}
\end{align*}
$$

We evaluate the estimate for the last term of 4.1.

$$
\begin{align*}
& M e^{w t} \int_{0}^{t} e^{-w s}\left\|B u_{y}^{n}(s)\right\| d s \\
& \leq M e^{w t} M_{1} M_{2} n\left[\left\|\mathcal{D} y_{n}\right\|+M e^{w n}\|\phi\|+M e^{w n} \int_{0}^{n} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s\right. \\
&\left.+M e^{w n}\|L\| \int_{0}^{n} e^{-w s}\left\|y_{s}\right\| d s\right]  \tag{4.2}\\
& \leq M e^{w t} M_{1} M_{2} n\left[\left|x_{1}\right|+\|P\|\left\|y_{n}\right\|+M e^{w n}\|\phi\|\right. \\
&\left.\quad+M e^{w n} \int_{0}^{n} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s+M e^{w n}\|L\| \int_{0}^{n} e^{-w s}\left\|y_{s}\right\| d s\right]
\end{align*}
$$

Combining 4.1 with 4.2), one has

$$
\begin{align*}
\|y(t)\| \leq & \|P\|\left\|y_{t}\right\|+M e^{w t}(1+\|P\|)\|\phi\|+M e^{\omega t} \int_{0}^{t}\left\|L y_{s}\right\| d s \\
& +M e^{w t} \int_{0}^{t} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s \\
& +M e^{w t} M_{1} M_{2} n M e^{w n}\|L\| \int_{0}^{n} e^{-w s}\left\|y_{s}\right\| d s  \tag{4.3}\\
& +M e^{w t} M_{1} M_{2} n\left[\left|x_{1}\right|+\|P\|\left\|y_{n}\right\|+M e^{w n}\|\phi\|\right. \\
& \left.+M e^{w n} \int_{0}^{n} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s\right]
\end{align*}
$$

We consider the function

$$
\mu(t)=\sup \{|y(s)|:-r \leq s \leq t\}, \quad 0 \leq t \leq n
$$

Let $t^{*} \in[-r, t]$ such that $\mu(t)=\left|y\left(t^{*}\right)\right|$. If $t^{*} \in[0, n]$, by estimate 4.3), we have for $t \in[0, n]$,

$$
\begin{align*}
e^{-w t} \mu(t) \leq & \frac{M(1+\|P\|)\|\phi\|}{1-\|P\|}+\frac{M\|L\|}{1-\|P\|} \int_{0}^{t} e^{-w s}\left\|y_{s}\right\| d s \\
& +\frac{M}{1-\|P\|} \int_{0}^{t} e^{-w s} p(s) \psi(\mu(s)) d s \\
& +\frac{M M_{1} M_{2} n M e^{w n}\|L\|}{1-\|P\|} \int_{0}^{n} e^{-w s}\left\|y_{s}\right\| d s  \tag{4.4}\\
& +\frac{M M_{1} M_{2} n}{1-\|P\|}\left[\left|x_{1}\right|+\|P\|\left\|y_{n}\right\|+M e^{w n}\|\phi\|\right. \\
& \left.+M e^{w n} \int_{0}^{n} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s\right]
\end{align*}
$$

If $t^{*} \in[-r, 0]$ then $\mu(t)=\|\phi\|$, one also has estimate (4.4).
Let us take the right-hand side of estimate 4.4 as $v(t)$. Then we have

$$
\begin{aligned}
& \mu(t) \leq e^{w t} v(t) \text { for all } t \in[0, n] \\
& v(0)= \frac{M(1+\|P\|)\|\phi\|}{1-\|P\|}+\frac{M M_{1} M_{2} n M e^{w n}\|L\|}{1-\|P\|} \int_{0}^{n} e^{-w s}\left\|y_{s}\right\| d s \\
&+\frac{M M_{1} M_{2} n}{1-\|P\|}\left[\left|x_{1}\right|+\|P\|\left\|y_{n}\right\|+M e^{w n}\|\phi\|\right. \\
&\left.+M e^{w n} \int_{0}^{n} e^{-w s} p(s) \psi\left(\left\|y_{s}\right\|\right) d s\right]
\end{aligned}
$$

and

$$
v^{\prime}(t)=\frac{M\|L\|}{1-\|P\|} e^{-w t}\left\|y_{t}\right\|+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi(\mu(t))
$$

Using the increasing character of $\psi$ we obtain

$$
\begin{aligned}
v^{\prime}(t) & \leq \frac{M\|L\|}{1-\|P\|} e^{-w t} \mu(t)+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi\left(e^{w t} v(t)\right) \\
& \leq \frac{M\|L\|}{1-\|P\|} e^{-w t} e^{w t} v(t)+\frac{M}{1-\|P\|} e^{-w t} p(t) \psi\left(e^{w t} v(t)\right)
\end{aligned}
$$

Then for each $t \in[0, n]$ we have

$$
e^{w t} v^{\prime}(t) \leq \frac{M\|L\|}{1-\|P\|} e^{w t} v(t)+\frac{M}{1-\|P\|} p(t) \psi\left(e^{w t} v(t)\right)
$$

Thus,

$$
\begin{aligned}
\left(e^{w t} v(t)\right)^{\prime} & =w e^{w t} v(t)+e^{w t} v^{\prime}(t) \\
& \leq\left(w+\frac{M\|L\|}{1-\|P\|}\right) e^{w t} v(t)+\frac{M}{1-\|P\|} p(t) \psi\left(e^{w t} v(t)\right) \\
& \leq m(t)\left(e^{w t} v(t)+\psi\left(e^{w t} v(t)\right)\right)
\end{aligned}
$$

where $m(t)=\max \left\{w+\frac{M\|L\|}{1-\|P\|} ; \frac{M}{1-\|P\|} p(t)\right\}$. So,

$$
\int_{v(0)}^{e^{w t} v(t)} \frac{d u}{u+\psi(u)} \leq \int_{0}^{n} m(s) d s<\infty
$$

Consequently, by (H3), there exists a constant $\bar{D}_{n}$ such that $e^{w t} v(t) \leq \bar{D}_{n}, t \in[0, n]$ and hence

$$
\sup _{-r \leq s \leq n}\left\|y_{s}\right\| \leq \max \left\{\|\phi\|, \overline{D_{n}}\right\}:=K_{n}
$$

Set $U_{1}=\left\{y \in C([-r, \infty), E): \sup \{\|y(t)\|: 0 \leq t \leq n\}<K_{n}+1, \forall n \in \mathbb{N}\right\}$. It is clear that $U_{1}$ is a open subset of $C([-r, \infty), E)$.

We shall prove that $\mathcal{Q}: \overline{U_{1}} \rightarrow \mathcal{P}(C([-r, \infty), \overline{D(A)}))$ is a contraction and admissible operator. First, we prove that $\mathcal{Q}$ is a contraction, means that there exists $\gamma<1$ such that

$$
H_{d}(\mathcal{Q}(y), \mathcal{Q}(\bar{y})) \leq \gamma\|y-\bar{y}\|_{n}, \forall y, \bar{y} \in C([-r, \infty), \overline{D(A)})
$$

Indeed, let $y, \bar{y} \in \overline{U_{1}}$. For given $n \in \mathbb{N}$ and $h \in \mathcal{Q}(y)$, there exists $g(t) \in F\left(t, y_{t}\right)$ such that

$$
\begin{aligned}
h(t)= & S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u_{y}^{n}(s) d s
\end{aligned}
$$

Thanks to (H3)(1), it follows that

$$
H_{d}\left(F\left(t, y_{t}\right), F\left(t, \bar{y}_{t}\right)\right) \leq \kappa_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad t \in[0, n]
$$

where $\kappa_{n}(t)=l_{K_{n}+1}(t)$. Hence there is $w \in F\left(t, y_{t}\right)$ such that

$$
\|g(t)-w\| \leq \kappa_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad \text { for } t \in[0, n]
$$

Consider $\mathcal{U}_{*}:[0, n] \rightarrow \mathcal{P}(E)$ given by

$$
\mathcal{U}_{*}(t)=\left\{w \in E:\|g(t)-w\| \leq \kappa_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad t \in[0, n]\right\} .
$$

Since the multi-valued operator $\mathcal{V}_{*}(t)=\mathcal{U}_{*}(t) \cap F\left(t, \bar{y}_{t}\right)$ is measurable (see Proposition 2.3), there exists a function $\bar{g}(t)$, which is a measurable selection of $\mathcal{V}_{*}$. Then, $\bar{g} \in F\left(t, \bar{y}_{t}\right)$ and one has

$$
\|g(t)-\bar{g}(t)\| \leq \kappa_{n}(t)\left\|y_{t}-\bar{y}_{t}\right\|, \quad t \in[0, n]
$$

Let us define

$$
\begin{aligned}
\bar{h}(t)= & S^{\prime}(t) \mathcal{D} \phi(0)+P \bar{y}_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L \bar{y}_{s} d s \\
& +\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} \bar{g}(s) d s+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u_{\bar{y}} n(s) d s
\end{aligned}
$$

Then

$$
\begin{align*}
\|h(t)-\bar{h}(t)\| \leq & \left\|P y_{t}-P \bar{y}_{t}\right\|+\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(L y_{s}-L \bar{y}_{s}\right) d s\right\| \\
& +\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}(g(s)-\bar{g}(s)) d s\right\|  \tag{4.5}\\
& +\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(B u_{y}^{n}(s)-B u \frac{n}{y}(s)\right) d s\right\|
\end{align*}
$$

By a process similar to that in the proof of Theorem 3.3, in order to construct the family of semi-norms in $C([-r, \infty) ; \overline{D(A)})$, we put

$$
\begin{aligned}
& \widehat{l}_{n}(t) \\
& \begin{array}{l}
=\max \left\{\kappa_{n}(t), n M M_{1} M_{2} e^{w n}\|L\|, n M M_{1} M_{2} e^{w n}\|P\|, M M_{1} M_{2} e^{w n}\left\|\kappa_{n}\right\|_{L^{1}([0, n])}\right\}, \\
\widehat{L}_{n}(t)=\int_{0}^{t} M \widehat{l}_{n}(s) d s
\end{array}
\end{aligned}
$$

Also we estimate the terms on the right-hand side of 4.5 in the following lines. For the first term, we have

$$
\begin{aligned}
\left\|P y_{t}-P \bar{y}_{t}\right\| & \leq\|P\|\left\|y_{t}-\bar{y}_{t}\right\| \\
& \leq\|P\| e^{w t+\tau \widehat{L}_{n}(t)} e^{-\left(w t+\tau \widehat{L}_{n}(t)\right)}\left\|y_{t}-\bar{y}_{t}\right\| \\
& \leq\|P\| e^{w t+\tau \widehat{L}_{n}(t)}\|y-\bar{y}\|_{n} .
\end{aligned}
$$

For the second term, we have

$$
\begin{aligned}
& \left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(L y_{s}-L \bar{y}_{s}\right) d s\right\| \\
& \leq M e^{w t}\|L\| \int_{0}^{t} e^{-w s}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} \widehat{l}_{n}(s) e^{\tau \widehat{L}_{n}(s)} e^{-\left(w s+\tau \widehat{L}_{n}(s)\right)}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} \widehat{l}_{n}(s) e^{\tau \widehat{L}_{n}(s)}\|y-\bar{y}\|_{n} d s \\
& \leq \frac{1}{\tau} e^{w s+\tau \widehat{L}_{n}(s)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

Using (H3)(1), we evaluate the third term as follows

$$
\begin{aligned}
\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}(g(s)-\bar{g}(s)) d s\right\| & \leq M e^{w t} \int_{0}^{t} e^{-w s}\|g(s)-\bar{g}(s)\| d s \\
& \leq M e^{w t} \int_{0}^{t} e^{-w s} \kappa_{n}(s)\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& \leq M e^{w t} \int_{0}^{t} \widehat{l}_{n}(s) e^{\tau \widehat{L}_{n}(s)}\|y-\bar{y}\|_{n} d s \\
& \leq \frac{1}{\tau} e^{w s+\tau \widehat{L}_{n}(s)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

The last term is estimated due to assumption (H4). Specifically, one has

$$
\begin{aligned}
I: & =\left\|\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda}\left(B u_{y}^{n}(s)-B u_{\bar{y}}^{n}(s)\right) d s\right\| \\
\leq & M e^{w t} \int_{0}^{t} e^{-w s}\|B\|\left\|u_{y}^{n}(s)-u_{\bar{y}}^{n}(s)\right\| d s \\
\leq & M M_{1} e^{w t} \int_{0}^{t} e^{-w s} \| W^{-1}\left[\mathcal{D} y_{n}-S^{\prime}(t) \mathcal{D} \phi(0)-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-r) R_{\lambda} L y_{r} d r\right. \\
& \left.-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-r) R_{\lambda} g(r) d r\right]
\end{aligned}
$$

$$
\begin{aligned}
& -W^{-1}\left[\mathcal{D} \bar{y}_{n}-S^{\prime}(t) \mathcal{D} \phi(0)-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-r) R_{\lambda} L \bar{y}_{r} d r\right. \\
& \left.-\lim _{\lambda \rightarrow \infty} \int_{0}^{n} S^{\prime}(n-r) R_{\lambda} \bar{g}(r) d r\right] \| d s \\
\leq & M M_{1} M_{2} e^{w t} \int_{0}^{t} e^{-w s}\left\|\mathcal{D} y_{n}-\mathcal{D} \bar{y}_{n}\right\| d s \\
& +M^{2} M_{1} M_{2} e^{w t} e^{w n}\|L\| \int_{0}^{t}\left(e^{-w s} \int_{0}^{n}\left\|y_{r}-\bar{y}_{r}\right\| d r\right) d s \\
& +M^{2} M_{1} M_{2} e^{w t} e^{w n} \int_{0}^{t}\left(e^{-w s} \int_{0}^{n} \kappa_{n}(r)\left\|y_{r}-\bar{y}_{r}\right\| d r\right) d s
\end{aligned}
$$

Thus,

$$
\begin{aligned}
I \leq & M M_{1} M_{2} e^{w t}\|P\| \int_{0}^{t} e^{-w s}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& +M^{2} M_{1} M_{2} e^{w t} e^{w n} n\|L\| \int_{0}^{t} e^{-w s}\left\|y_{s}-\bar{y}_{s}\right\| d s \\
& +M^{2} M_{1} M_{2} e^{w t} e^{w n} n \int_{0}^{t} e^{-w s} \kappa_{n}(r)\left\|y_{s}-\bar{y}_{s}\right\| d s \\
\leq & \frac{3}{\tau} e^{w s+\tau \widehat{L}_{n}(s)}\|y-\bar{y}\|_{n}
\end{aligned}
$$

Therefore,

$$
\|h-\bar{h}\|_{n} \leq\left(\|P\|+\frac{5}{\tau}\right)\|y-\bar{y}\|_{n}
$$

We interchange the roles of $y$ and $\bar{y}$ to obtain

$$
H_{d}(\mathcal{Q}(y), \mathcal{Q}(\bar{y})) \leq\left(\|P\|+\frac{5}{\tau}\right)\|y-\bar{y}\|_{n}
$$

Since $\|P\|<1$, then we can choose $\tau$ sufficiently large such that $\|P\|+\frac{5}{\tau}<1$. So, $\mathcal{Q}$ is a contraction.

Now, we shall show that $\mathcal{Q}$ is an admissible multivalued map. We consider the multivalued mapping

$$
\begin{gathered}
\mathcal{Q}: C([-r, n], \overline{D(A)}) \rightarrow \mathcal{P}_{c l}(C([-r, n], \overline{D(A)})) \\
\mathcal{Q}(y)=\{h \in C([-r, n], \overline{D(A)}): \\
h(t)=\left\{\begin{array}{l}
\phi(t), \quad \text { if } t \in[-r, 0] \\
S^{\prime}(t) \mathcal{D} \phi(0)+P y_{t}+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} L y_{s} d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} g(s) d s \\
+\lim _{\lambda \rightarrow \infty} \int_{0}^{t} S^{\prime}(t-s) R_{\lambda} B u_{y}^{n}(s) d s \\
\text { if } t \in[0, n], g \in S_{F, y}^{n}
\end{array}\right. \\
\} .
\end{gathered}
$$

where $S_{F, y}^{n}=\left\{h \in L^{1}([0, n], \overline{D(A)}): h(t) \in F\left(t, y_{t}\right)\right.$ for a.e. $\left.t \in[0, n]\right\}$.
By (H1)-(H4), and by using the fact that $F$ is a multivalued map with compact values, for every $y \in C([-r, n], \overline{D(A)})$, we can show that $\mathcal{Q}(y) \in \mathcal{P}_{c p}(C([-r, n], \overline{D(A)}))$. Moreover, there exists $z_{*} \in C([-r, n], E)$ such that $z_{*} \in \mathcal{Q}\left(z_{*}\right)$. We let $h \in$
$C([-r, n], \overline{D(A)}), \bar{y} \in \bar{U}_{1}$ and $\epsilon>0$. If $z_{*} \in \mathcal{Q}(\bar{y})$ then $\left\|z_{*}-\mathcal{Q}(\bar{y})\right\|=0$ and we observe that

$$
\begin{aligned}
\left|\bar{y}(t)-y_{*}(t)\right| & \leq|\bar{y}(t)-h(t)|+\left|y_{*}(t)-h(t)\right| \\
& \leq\|\bar{y}-\mathcal{Q}(\bar{y})\|_{n} e^{\omega t+\tau \widehat{L}_{n}(t)}+\left|z_{*}(t)-h(t)\right|, \quad t \in[0, n] .
\end{aligned}
$$

Since $h$ is arbitrary, we may suppose that $h \in B\left(z_{*}, \epsilon\right)$. Therefore,

$$
\left\|\bar{y}-z_{*}\right\|_{n} \leq\|\bar{y}-\mathcal{Q}(\bar{y})\|_{n}+\epsilon
$$

If $z_{*} \notin \mathcal{Q}(\bar{y})$, then $\left\|z_{*}-\mathcal{Q}(\bar{y})\right\| \neq 0$. By the compactness of $\mathcal{Q}(\bar{y})$, there exists $x \in \mathcal{Q}(\bar{y})$ such that $\left\|z_{*}-\mathcal{Q}(\bar{y})\right\|=\left\|z_{*}-x\right\|$. Thus,

$$
\begin{aligned}
|\bar{y}(t)-x(t)| & \leq|\bar{y}(t)-h(t)|+|x(t)-h(t)| \\
& \leq\|\bar{y}-\mathcal{Q}(\bar{y})\|_{n} e^{\omega t+\tau \widehat{L}_{n}(t)}+|x(t)-h(t)|, \quad t \in[0, n] .
\end{aligned}
$$

Since $h$ is arbitrary, we may suppose that $h \in B(x, \epsilon)$. Then

$$
\|\bar{y}-x\|_{n} \leq\|\bar{y}-\mathcal{Q} \bar{y}\|_{n}+\epsilon
$$

In both the above cases, we have for every $\bar{y} \in \bar{U}_{1}$ and for every $n \in \mathbb{N}$, there exists $\bar{x} \in \mathcal{Q}(\bar{y})$ such that

$$
\|\bar{y}-\bar{x}\|_{n} \leq\|\bar{y}-\mathcal{Q} \bar{y}\|_{n}+\epsilon
$$

So, $\mathcal{Q}$ is an admissible operator contraction. Proceeding as in the proof of Theorem 3.3, due to the choice of $U_{1}$, there is no $y \in \partial U_{1}$ such that $y \in \lambda \mathcal{Q}(y)$ for some $\lambda \in[0,1)$. We deduce from Theorem 2.2 that $\mathcal{Q}$ has at least one fixed point which is an integral solution of (1.3) with initial condition $y_{0}=\phi$ and $y(n)=x_{1}$. This completes the proof.

## 5. Applications

5.1. Parabolic differential inclusions of neutral type. As an application of our results we consider the following partial neutral functional differential inclusion

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[y(t, x)-P\left(y_{t}(\cdot, x)\right)\right]-\Delta\left[y(t, x)-P\left(y_{t}(\cdot, x)\right)\right] \\
-L y_{t} \in Q(t, y(t-r, x)), \quad t \in[0, \infty), x \in[0, \pi]  \tag{5.1}\\
y(t, 0)=y(t, \pi), \quad t \in[0, \infty) \\
y(t, x)=\phi(t, x), \quad t \in[-r, 0], x \in[0, \pi]
\end{gather*}
$$

where $\Delta$ is the Laplacian operator on $[0, \pi], \phi \in C([-r, 0] ; C([0, \pi] ; \mathbb{R})) ; P: C([-r, 0] ; C([0, \pi] ; \mathbb{R})) \rightarrow$ $C([0, \pi] ; \mathbb{R})$ is a linear bounded operator, and $\|P\|<1$, which follows that the condition (H2) holds. The operator $L: C([-r, 0] ; C([0, \pi] ; \mathbb{R})) \rightarrow C([0, \pi] ; \mathbb{R})$ is linear bounded. The multivalued map $Q:[0, \infty) \times[0, \pi] \rightarrow \mathcal{P}(\mathbb{R})$ has compact values satisfying

$$
\exists k>0: H_{d}\left(Q\left(t, x_{1}\right), Q\left(t, x_{2}\right)\right) \leq k\left\|x_{1}-x_{2}\right\|, \quad t \in[0, \infty), x_{1}, x_{2} \in[0, \pi]
$$

and $d(0, Q(t, 0)) \leq k, t \in[0, \infty)$.
It is well known from [17] that $\Delta$ possesses the following properties:

$$
\begin{gathered}
\overline{D(A)}=\{u \in C([0, \pi] ; \mathbb{R}): u(0)=u(\pi)=0\} \\
(0, \infty) \subset \rho(\Delta) \\
\left\|(\lambda-\Delta)^{-1}\right\| \leq \frac{1}{\lambda}, \quad \lambda>0
\end{gathered}
$$

Then, $A$ generates an integrated semigroup on $C([0, \pi] ; \mathbb{R})$. Assumption (H1) is verified. Consider $E=C([0, \pi] ; \mathbb{R})$, operator $A$ from $E$ given by $A z=\Delta z$, where

$$
\begin{gathered}
D(A)=\{z \in C([0, \pi] ; \mathbb{R}): z(0)=z(\pi)=0, \Delta z \in C([0, \pi] ; \mathbb{R})\} \\
\overline{D(A)}=C_{0}([0, \pi] ; \mathbb{R})=\{z \in C([0, \pi] ; \mathbb{R}): z(0)=z(\pi)=0\}
\end{gathered}
$$

In addition, assume that there exists an integrable function $\eta: J \rightarrow J$ satisfying

$$
\mid Q(t, w(t-x)) \leq \eta(t) \Psi(\|w\|)
$$

where $\Psi: J \rightarrow J$ is continuous and nondecreasing with

$$
\int_{1}^{\infty} \frac{d s}{s+\Psi(s)}=\infty
$$

We define on $[0, \infty) \times C([-r, 0] ; C([0, \pi] ; \mathbb{R}))$ a multivalued operator $F$ as

$$
F\left(t, w_{t}\right)(x)=Q(t, w(t-x)), 0 \leq x \leq \pi
$$

Therefore, (H3) is satified.
Then, problem (5.1) takes the abstract form (1.1). We can easily check that all the hypotheses of Theorem 3.3 are satisfied. Hence, by employing Theorem 3.3 , problem (5.1) has at least one integral solution on $[0, \infty)$.

At the end of this subsection, we consider the control problem associated with (5.1) as follows

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[y(t, x)-P\left(y_{t}(\cdot, x)\right)\right]-\Delta\left[y(t, x)-P\left(y_{t}(\cdot, x)\right)\right] \\
-L y_{t} \in Q(t, y(t-r, x))+B \boldsymbol{u}(t), \quad t \in[0, \infty), x \in[0, \pi]  \tag{5.2}\\
y(t, 0)=y(t, \pi), \quad t \in[0, \infty) \\
y(t, x)=\phi(t, x), \quad t \in[-r, 0], x \in[0, \pi]
\end{gather*}
$$

where $B: \mathcal{U} \rightarrow C([0, \pi] ; \mathbb{R})$ is a bounded linear operator defined on a Banach space $\mathcal{U}$ and $u \in L_{\text {loc }}^{2}(J ; \mathcal{U})$. Let us assume that $W: L_{\text {loc }}^{2}(J ; \mathcal{U}) \rightarrow E$ given by

$$
W \boldsymbol{u}=\lim _{\lambda \rightarrow \infty} \int_{0}^{n} T_{0}(n-s) R_{\lambda} B \boldsymbol{u}(s) d s
$$

has the bounded inverse $W^{-1}$, where $T_{0}(t)$ is $C_{0}$-semigroup generated by the part of $\Delta$ in $\overline{D(A)}$.

By the above description, we can apply Theorem 4.4 to get the controllability for (5.2) given below.

Theorem 5.1. If $\phi(0)-P(\phi) \in \overline{D(\Delta)}$, then the partial neutral functional differential inclusion (5.2) is controllable at infinity.
5.2. Neutral functional partial differential equations with obstacle constrains. In this subsection, we consider the neutral functional partial differential equation mixed an elliptic variational inequality. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with smooth boundary. We consider the problem

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right]-\Delta_{x}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right]  \tag{5.3}\\
=f(t, x, Y(t, x), u(t, x)), \quad \forall t>0, x \in \Omega \\
Y(t, x)=0, \quad \forall t \geq 0, x \in \partial \Omega  \tag{5.4}\\
-\Delta_{x} u(t, x)+\beta(u(t, x)-\psi(x)) \ni h(t, x, Y(t, x), u(t, x)), \quad \forall t>0, x \in \Omega \tag{5.5}
\end{gather*}
$$

with the initial condition

$$
Y(t, x)=\phi(t)(x), \quad \forall t \in[-\tau, 0], x \in \Omega
$$

where $\phi \in C([-\tau, 0] ; C(\bar{\Omega})), \Delta_{x}$ is the Laplacian with respect to variable $x, f, h$ : $\mathbb{R} \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions, $\psi$ is in $H^{2}(\Omega)$ and $\beta: \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is a maximal monotone graph

$$
\beta(r)= \begin{cases}0 & \text { if } r>0 \\ \mathbb{R}^{-} & \text {if } r=0 \\ \emptyset & \text { if } r<0\end{cases}
$$

Note that, the elliptic variational inequality (5.5) reads as follows

$$
\begin{gather*}
-\Delta_{x} u(t, x)=h(t, x, Y(t, x), u(t, x)) \\
\text { in }\{(t, x) \in Q:=(0, T) \times \Omega: u(t, x) \geq \psi(x)\}  \tag{5.6}\\
-\Delta_{x} u(t, x) \geq h(t, x, Y(t, x), u(t, x)), \quad \text { in } Q \tag{5.7}
\end{gather*}
$$

which represents a rigorous and efficient way to treat diffusion problems with a free or moving boundary. A simple physical model for the obstacle problem is that of an elastic membrane that occupies a plane domain $\Omega$ and is limited from below by a rigid obstacle $\psi$ while it is under the pressure of a vertical force field of density $h$. This model is called the obstacle elliptic problem (see [12, 33). With the further observation, the obstacle problem has been also discussed in [37] and the references therein.

System (5.3)-5.5 was investigated in the case without neutral terms $P\left(Y_{t}(\cdot, x)\right)$ in 7, 8, 9 . System (5.3)- 5.5 is called a system of neutral differential variational inequalities, which consists of the neutral differential inclusion and the constraint satisfying a variational inequality. In our consideration, we study the solvability of (5.3)-5.5) as well as the controlability at infinity of associated system

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right]-\Delta_{x}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right]  \tag{5.8}\\
=f(t, x, Y(t, x), u(t, x))+\mathcal{B} \mathbf{u}(t, x), \quad \forall t>0, x \in \Omega \\
Y(t, x)=0, \quad \forall t \geq 0, x \in \partial \Omega  \tag{5.9}\\
-\Delta_{x} u(t, x)+\beta(u(t, x)-\psi(x)) \ni h(t, x, Y(t, x), u(t, x)), \quad \forall t>0, x \in \Omega  \tag{5.10}\\
Y(t, x)=\phi(t)(x), \quad \forall t \in[-\tau, 0], x \in \Omega \tag{5.11}
\end{gather*}
$$

where $\mathcal{B}: \mathcal{U} \rightarrow C(\bar{\Omega} ; \mathbb{R})$ is given as in the Section 5.1.
Let

$$
E=C(\bar{\Omega}), \quad E_{0}=C_{0}(\bar{\Omega})=\{v \in C(\bar{\Omega}): v=0 \text { on } \partial \Omega\}
$$

here $E$ and $E_{0}$ are endowed with the supremum norm $\|v\|=\sup _{x \in \Omega}|v(x)|$. We define

$$
\begin{gathered}
A v=\Delta_{x} v \\
v \in D(A)=\left\{v \in C_{0}(\bar{\Omega}) \cap H_{0}^{1}(\Omega): \Delta v \in C_{0}(\bar{\Omega})\right\} .
\end{gathered}
$$

It is easily seen that

$$
\overline{D(A)}=E_{0} \neq E
$$

Following [34, $A$ satisfies the Hille-Yosida condition on $X$, then it generates an integrated semigroup $\{S(t)\}_{t \geq 0}$ on $E$.

By the same argument as in [7. Section 5], one has the equivalent system to (5.3)- (5.5) as follows

$$
\begin{gathered}
\frac{\partial}{\partial t}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right]-\Delta_{x}\left[Y(t, x)-P\left(Y_{t}(\cdot, x)\right)\right] \\
=f(t, x, Y(t, x), Q(Y(t, x))), \quad \forall t>0, x \in \Omega \\
Y(t, x)=0, \quad \forall t \geq 0, x \in \partial \Omega \\
u(t, x)=Q(Y(t, x)), \quad \forall t \geq 0, x \in \Omega
\end{gathered}
$$

where $Q$ is unique solution of elliptic variational inequality (5.6)-5.7) for each given $Y$. Thanks to Theorem 3.3 and Theorem 4.4 we obtain a theorem, which uses the following assumptions:
(A1) There are positive functions $a(\cdot), b(\cdot) \in C(\bar{\Omega})$ such that

$$
\left|f(x, p, q)-f\left(x, p^{\prime}, q^{\prime}\right)\right| \leq a(x)\left|p-p^{\prime}\right|+b(x)\left|q-q^{\prime}\right|
$$

for all $x \in \Omega, p, q, p^{\prime}, q^{\prime} \in \mathbb{R}$.
(A2) There are positive functions $\tilde{a}(\cdot), \tilde{b}(\cdot) \in C(\bar{\Omega})$ such that

$$
\left|f(x, p, q)-f\left(x, p^{\prime}, q^{\prime}\right)\right| \leq \tilde{a}(x)\left|p-p^{\prime}\right|+\tilde{b}(x)\left|q-q^{\prime}\right|
$$

for all $x \in \Omega, p, q, p^{\prime}, q^{\prime} \in \mathbb{R}$.
(A3) $\|\tilde{b}\|_{L^{\infty}(\Omega)}<\lambda_{1}$, where $\lambda_{1}$ is the first eigenvalue of the Laplacian on $\Omega$ with homogeneous Dirichlet boundary condition.

Theorem 5.2. Under assumptions (A1)-(A3) we have the following:
(1) For each initial function $\phi \in C\left([-\tau, 0] ; L^{2}(\Omega)\right)$, system 1.1$\left.]-1.3\right)$ has an integral solution on $[0, \infty)$.
(2) If $\phi(0)-P(\phi) \in \overline{D(A)}$ and

$$
W \boldsymbol{u}=\lim _{\lambda \rightarrow \infty} \int_{0}^{n} T_{0}(n-s) R_{\lambda} \mathcal{B} \boldsymbol{u}(s) d s
$$

has the bounded inverse $W^{-1}$, where $T_{0}(t)$ is $C_{0}$-semigroup generated by the part of $\Delta$ in $\overline{D(A)}$, then the associated system (5.8)-5.11) is controllable at infinity.
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