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#### Abstract

This article concerns the structure of the nonconstant steady states for a predator-prey model of Leslie-Gower type with Sigmoid functional and prey-taxis subject to the homogeneous Neumann boundary condition. The existence of bounded classical global solutions is discussed in bounded domains with arbitrary spatial dimension and any prey-taxis sensitivity coefficient. The local stability of the homogeneous steady state is analyzed to show that the prey-taxis sensitivity coefficient destabilizes the stability of the homogeneous steady state when prey defends. Then we study the existence and stability of the nonconstant positive steady state of the system over 1D domain by applying the bifurcation theory and present properties of local branches such as pitchfork and turning direction. Moreover, we discuss global bifurcation, homogeneous steady state solutions, nonconstant steady states solutions, spatio-temporal periodic solutions and spatio-temporal irregular solutions which demonstrate the coexistence and spatial distribution of prey and predator species. Finally, we perform numerical simulations to illustrate and support our theoretical analysis.


## 1. Introduction

In the field of biomathematics, the study of predator-prey interactions is one of the fundamental subject. It is well known that there are a large number of factors that influence dynamics of the predator-prey models, such as the birth rate, mortality, interspecific competition, food, infectious disease, and functional responses etc. One of the typical functional responses is the Holling II type:

$$
P(u)=\frac{b u}{b h u+1}
$$

where $u$ is the density of the prey, the positive constants $b$ and $h$ denote the search rate and the processing time, respectively. It applies to invertebrates [19] (insects and parasitic species are included here) and can be seen that the predator search rate $b$ is constant. As the study progressed, Hessel [8] pointed out that many invertebrate predators search actively when the density of prey increases, and that the search efficiency of predators decreases when density of prey falls below a certain threshold, e.g., Coccinella septempunctata and first instar aphid, Plea atomaria and

[^0]small Aedes larvae. This means that the search rate of many invertebrate predators depends on the density of prey, i.e., $b=\frac{a u}{u+g}$, where the positive constants $a$ and $g$ denote the maximum achievable search rate and the half-saturation constant, respectively. In this way we obtain the Sigmoid functional response [6], which is the so-called generalized Holling type III:
\[

$$
\begin{equation*}
P(u)=\frac{a u^{2}}{a h u^{2}+u+g} \tag{1.1}
\end{equation*}
$$

\]

Turing [29] proposed a reaction diffusion system for the chemical basis of morphogenesis, which is one of the most important mechanisms in theoretical biology. Since the spatial heterogeneity of the environment affects predator-prey dynamics, such system has been extensively investigated since 1970s. In particular, Turing bifurcation, Hopf bifurcation, pattern formation and traveling wave have been widely studied [10, 25, 26, 28, 31, 32], where spatial diffusion refers to the variation of species density according to some process (e.g., physical diffusion or random walk diffusion).

Kareiva and Odell [13] pointed out that predators move toward areas of high prey density to improve predation efficiency when the area is restricted, creating a predator aggregation phenomenon. This behavior can be considered as the movement of the predators in the direction of the prey density gradient, which is called prey-taxis. Moreover, the predator-prey model with prey-taxis is different from the previous models and has rich spatial-temporal dynamics. Global existence, bifurcation analysis and pattern formation of prey-taxis systems have been widely studied [2, 9, 16, 20, 24, 27, 33, 34, 36, 37, 38, 39] and the references therein.

In this article, we consider a predator-prey system with prey-taxis:

$$
\begin{gather*}
\frac{\partial u}{\partial t}=d_{1} \Delta u+r u\left(1-\frac{u}{K}\right)-P(u) v, \quad \text { in }(0, T) \times \Omega \\
\frac{\partial v}{\partial t}=d_{2} \Delta v-\xi \nabla(\chi(v) \nabla u)+s v\left(1-e \frac{v}{u}\right), \quad \text { in }(0, T) \times \Omega  \tag{1.2}\\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, \quad \text { on }(0, T) \times \partial \Omega \\
u(x, 0)=u_{0}(x) \geq 0, \quad v(x, 0)=v_{0}(x) \geq 0, \quad \text { in } \Omega
\end{gather*}
$$

where $u(x, t), v(x, t)$ are the density of the prey and predator at position $x$ and time $t$ respectively, the habitat of both species $\Omega$ is a bounded domain with a smooth boundary $\partial \Omega$ in $\mathbb{R}^{n}(n \geq 1$ is a positive integer $), \nu$ is the outward unit normal vector of the boundary $\partial \Omega$, the initial data $u_{0}(x), v_{0}(x)$ are nonnegative continuous functions and the positive constants $d_{1}, d_{2}$ are diffusion coefficients. The parameters $r$ and $s$ represent the intrinsic growth rate. The prey population grows logistically with the carrying capacity $K$. The predator consumes the prey according to the sigmoid functional response $P(u)$. The term $\frac{e v}{u}$ is known as the Leslie-Gower term [17, 18], and $e$ is the number of prey required to support one predator when $v$ equals $\frac{u}{e}$. The parameter $\xi$ denotes the prey-taxis sensitivity coefficient, $\chi(v)$ denotes the prey-tactic cross diffusion and the term $\xi \chi(v) \nabla u$ denotes the speed of the predator moving in the direction of the density gradient of the prey. For the prey-taxis sensitivity coefficient $\xi, \xi>0$ indicates that the predator moves in the direction of high prey density to improve predation efficiency, and $\xi<0$ indicates that the predator moves in the opposite direction of high prey density in order to avoid the group defense of large amounts of prey, which is exemplified in nature by Japanese
bees that gather together to form a hot ball to kill bumblebees when faced with bumblebees [3, 15]. More biological background can be found in [12, 30].

For convenience, we dimensionless size the model 1.2 as

$$
\begin{gathered}
\bar{u}=\frac{u}{K}, \quad \bar{t}=r t, \quad \bar{d}_{1}=\frac{d_{1}}{r}, \quad \bar{a}=K a h, \quad \bar{g}=\frac{g}{K}, \quad \bar{u}_{0}=\frac{u_{0}}{K}, \quad \bar{v}=\frac{a v}{r} \\
\bar{d}_{2}=\frac{d_{2}}{r}, \quad \bar{\xi}=\frac{a K \xi}{r^{2}}, \quad \bar{\chi}(\bar{v})=\chi(v), \quad \bar{c}=\frac{s}{r}, \quad \bar{\delta}=\frac{r e}{a K}, \quad \bar{v}_{0}=\frac{a v_{0}}{r}
\end{gathered}
$$

and ignore the bars on $u, v$ and other parameters, then system 1.2 can be reexpressed by

$$
\begin{gather*}
\frac{\partial u}{\partial t}=d_{1} \Delta u+u(1-u)-\frac{u^{2} v}{a u^{2}+u+g}, \quad \text { in }(0, T) \times \Omega, \\
\frac{\partial v}{\partial t}=d_{2} \Delta v-\xi \nabla(\chi(v) \nabla u)+c v\left(1-\frac{v}{\delta u}\right), \quad \text { in }(0, T) \times \Omega,  \tag{1.3}\\
\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, \quad \text { on }(0, T) \times \partial \Omega, \\
u(x, 0)=u_{0}(x) \geq 0, v(x, 0)=v_{0}(x) \geq 0, \quad \text { in } \Omega .
\end{gather*}
$$

Throughout this paper we assume that
(H1) $\chi(v) \in C^{4}[0, \infty), \chi(0)=0$ and there exists $B>0$ such that $\chi(v) \leq B v$ for any $v \geq 0$ and $x \in \bar{\Omega}$.
In this article, we investigate the global existence of the classical solution and the effect of the prey-taxis sensitivity coefficient on the stability, non-constant positive steady state and pattern formation of (1.3). Main results reveal that system (1.3) has global bounded classical solutions in bounded domains, the prey-taxis destabilizes the stability of the homogeneous steady state in the corresponding ODE system or the PDE system with random diffusion, and a nonconstant positive steady-state bifurcation occurs at the critical bifurcation point. Numerical simulations are carried out to veirfy our theoretical results. We also find that the period of the spatio-temporal periodic solutions becomes greater when the intrinsic growth rate of predators increases within a certain range, which is a novel outcome of this study.

The rest part of this paper is organized as follows. In Section 2, we prove the global existence and boundedness of the classical solution. In Section 3, we perform the stability of the homogeneous steady state by linearizing the model. Section 4 is devoted to establishing the existence of a non-constant positive steady state in onedimensional space, the stability of this steady branch and the global bifurcation. In Section 5, numerical simulations are presented. We discuss our results and raise some interesting problems for the future study.
1.1. Global solutions. In this section, we discuss the existence of global solutions of the initial-boundary value problem $\sqrt{1.3}$ of arbitrary spatial dimension with any prey-taxis sensitivity coefficient.

Theorem 1.1. If $u_{0}(x)>0, v_{0}(x) \geq 0$, then the system (1.3) admits a unique classical solution $(u(x, t), v(x, t))$ for all $x \in \Omega, t>0$. Furthermore, there exist constants $U_{i}>0, V_{i} \geq 0, i=1,2$ depending on the initial values $u_{0}(x)$ and $v_{0}(x)$ such that

$$
U_{1}<u(x, t)<U_{2}, \quad V_{1}<v(x, t)<V_{2}, \quad x \in \Omega, \quad t>0
$$

Proof. The existence and uniqueness of the solution to the initial-boundary value problem 1.3 is easily obtained. For the global existence and the boundedness, we apply the theory of invariant region in 35. For the vector field

$$
\left(u(1-u)-\frac{u^{2} v}{a u^{2}+u+g}, c v\left(1-\frac{v}{\delta u}\right)\right)
$$

if there exists a region $\Re=\left(U_{1}, U_{2}\right) \times\left(V_{1}, V_{2}\right)$ in the $(u, v)$ phase plane such that the vector field points inward on the boundary of $\Re$, then $\Re$ is a (positively) invariant rectangle. If $\Re$ is positively invariant to the vector field then the solution exists globally and is bounded.

Let

$$
\begin{gathered}
U_{2}=\max \left\{1, \max _{x \in \bar{\Omega}} u_{0}(x)\right\}, \quad V_{2}=\max \left\{\delta, \max _{x \in \bar{\Omega}} v_{0}(x)\right\}, \\
U_{1}=\min \left\{\frac{g}{g+\delta}, \min _{x \in \bar{\Omega}} u_{0}(x)\right\}, \quad V_{1}=\min \left\{0, \min _{x \in \bar{\Omega}} v_{0}(x)\right\}
\end{gathered}
$$

Clearly, the initial functions $u_{0}(x)$ and $v_{0}(x)$ are enclosed by the rectangle. And for $u=U_{1}, V_{1} \leq v \leq V_{2}$, we have

$$
u(1-u)-\frac{u^{2} v}{a u^{2}+u+g} \geq U_{1}\left(1-U_{1}\right)-\frac{U_{1}^{2} \delta}{g} \geq 0
$$

which means that the vector field crosses this line in the direction pointing to the interior of $\Re$. For the other three sides, we verify using similar calculations.

Therefore, the region $\Re$ is positively invariant with respect to the vector field and the the proof is complete.

## 2. Stability analysis of homogeneous steady state

In this section, we analyze the stability of the nontrivial homogeneous steady state $\left(u^{*}, v^{*}\right)$ by the characteristic equations. It can be seen that the corresponding ODE system of system (1.3) is a predator-prey model of Leslie-Gower type with Sigmoid functional response. Huang [11] investigated the types of equilibrium and bifurcations of this ODE system for different values of parameters. By simple calculation, system (1.3) has a boundary equilibrium $(1,0)$ and unique interior equilibrium $\left(u^{*}, v^{*}\right)$, where $u^{*}$ satisfies:

$$
\begin{equation*}
h(u)=a u^{3}+(\delta+1-a) u^{2}+(g-1) u-g=0 \tag{2.1}
\end{equation*}
$$

and $v^{*}=\delta u^{*}$. It is clear that $h(0)=-g<0, h(1)=\delta>0$, then $u^{*} \in(0,1)$. By Cardano's Method, (2.1) has a unique positive solution $u^{*}$,

$$
u^{*}=\sqrt[3]{-\frac{q}{2}+\sqrt{\Delta}}+\sqrt[3]{-\frac{q}{2}-\sqrt{\Delta}}-\frac{\delta+1-a}{3 a}
$$

when $\Delta=\left(\frac{q}{2}\right)^{2}-\left(\frac{p}{3}\right)^{3}>0$, where

$$
p=\frac{3 a(g-1)-(\delta+1-a)^{2}}{3 a^{2}}, q=\frac{2(\delta+1-a)^{3}-27 a^{2} g-9 a(\delta+1-a)(g-1)}{27 a^{3}} .
$$

We make the following assumption:
(H2) $\Delta>0$ and

$$
1-2 u^{*}-\frac{\left(1-u^{*}\right)^{2}\left(u^{*}+2 g\right)}{\delta u^{* 2}}<c .
$$

And let

$$
f(u, v)=u(1-u)-\frac{u^{2} v}{a u^{2}+u+g}, \quad g(u, v)=c v\left(1-\frac{v}{\delta u}\right) .
$$

then we have the following results for the stability of the homogeneous steady state $\left(u^{*}, v^{*}\right)$ for ODE system.

Lemma 2.1. If (H2) holds, then the homogeneous steady state $\left(u^{*}, v^{*}\right)$ is locally asymptotically stable for system (1.3) without spatial variation.

Proof. Linearizing (1.3) without spatial variation at the steady state $\left(u^{*}, v^{*}\right)$, then we obtain $U_{t}=A U$, where

$$
U=\binom{u}{v}, \quad A=\left(\begin{array}{ll}
f_{1} & f_{2}  \tag{2.2}\\
g_{1} & g_{2}
\end{array}\right)
$$

and

$$
\begin{gathered}
f_{1}=f_{u}\left(u^{*}, v^{*}\right)=1-2 u^{*}-\frac{\left(1-u^{*}\right)^{2}\left(u^{*}+2 g\right)}{\delta u^{* 2}}, \quad f_{2}=f_{v}\left(u^{*}, v^{*}\right)=\frac{u^{*}-1}{\delta}<0 \\
g_{1}=g_{u}\left(u^{*}, v^{*}\right)=c \delta>0, \quad g_{2}=g_{v}\left(u^{*}, v^{*}\right)=-c<0
\end{gathered}
$$

Clearly, $f_{1} g_{2}-f_{2} g_{1}>0$, thus the locally asymptotically stability of $\left(u^{*}, v^{*}\right)$ can be guaranteed when $f_{1}+g_{2}=1-2 u^{*}-\frac{\left(1-u^{*}\right)^{2}\left(u^{*}+2 g\right)}{\delta u^{* 2}}-c<0$ holds.

Before developing our argument, let us set up the following notation.

- $0=\sigma_{0}<\sigma_{1}<\sigma_{2}<\ldots$ are the eigenvalues for the elliptic operator $-\Delta$ on $\Omega$ under the homogeneous Neumann boundary condition.
- $E\left(\sigma_{i}\right)$ and $\phi_{i j}, j=1,2, \ldots, \operatorname{dim} E\left(\sigma_{i}\right)$ be the eigenspace and eigenfunctions corresponding to eigenvalue $\sigma_{i}, i=0,1,2 \ldots$, respectively.
- $\mathbf{X}_{i j}:=\left\{c \cdot \phi_{i j}, c \in R^{2}\right\}$, where $\left\{\phi_{i j}\right\}$ are standard orthogonal bases in space $E\left(\sigma_{i}\right)$, for $j=1,2, \ldots \operatorname{dim} E\left(\sigma_{i}\right)$.
- $\mathbf{X}:=\left[L^{2}(\Omega)\right]^{2}$, then $\mathbf{X}=\oplus_{i=1}^{+\infty} \mathbf{X}_{i}$ and $\mathbf{X}_{i}=\bigoplus_{j=1}^{\operatorname{dim} E\left(\sigma_{i}\right)} \mathbf{X}_{i j}$.

Then the stability of $\left(u^{*}, v^{*}\right)$ of system 1.3 is given in the following theorem.
Theorem 2.2. Assume (H2) holds, and denote

$$
\begin{gather*}
Q_{i}\left(\sigma_{i}, 0\right)=d_{1} d_{2} \sigma_{i}^{2}-\left(d_{1} g_{2}+d_{2} f_{1}\right) \sigma_{i}+f_{1} g_{2}-f_{2} g_{1}, \quad i \geq 1,  \tag{2.3}\\
\xi_{i}:=\frac{Q_{i}\left(\sigma_{i}, 0\right)}{\chi\left(v^{*}\right) f_{2} \sigma_{i}}, i \geq 1 \quad \text { and } \quad \hat{\xi}:=\max _{1 \leq i \leq \infty} \xi_{i} . \tag{2.4}
\end{gather*}
$$

Then the homogeneous steady state $\left(u^{*}, v^{*}\right)$ is locally asymptotically stable for any $\xi>\hat{\xi}$ and $\left(u^{*}, v^{*}\right)$ is unstable when $\xi<\hat{\xi}$.
Proof. Linearizing system (1.3) at $\left(u^{*}, v^{*}\right)$, we obtain

$$
U_{t}=(A+D \Delta) U, \quad D=\left(\begin{array}{cc}
d_{1} & 0  \tag{2.5}\\
-\xi \chi\left(v^{*}\right) & d_{2}
\end{array}\right)
$$

where $A$ and $U$ are the same as 2.2 . Assume that $(\varphi, \psi)$ is the eigenfunction corresponding to the eigenvalue $\mu$ of operator $A+D \Delta$, then they can be expressed as

$$
\begin{equation*}
\binom{\varphi}{\psi}=\sum_{0 \leq i<\infty, 1 \leq j \leq \operatorname{dim} E\left(\sigma_{i}\right)}\binom{a_{i j}}{b_{i j}} \phi_{i j}(x) \tag{2.6}
\end{equation*}
$$

And the characteristic equation of 2.5 for an eigenvalue is

$$
\mu^{2}-P_{i}\left(\sigma_{i}\right) \mu+Q_{i}\left(\sigma_{i}, \xi\right)=0
$$

where $P_{i}\left(\sigma_{i}\right)=-\left(d_{1}+d_{2}\right) \sigma_{i}+f_{1}+g_{2}<0$ and $Q_{i}\left(\sigma_{i}, \xi\right)=d_{1} d_{2} \sigma_{i}^{2}-\left(\xi \chi\left(v^{*}\right) f_{2}+\right.$ $\left.d_{2} f_{1}+d_{1} g_{2}\right) \sigma_{i}+f_{1} g_{2}-f_{2} g_{1}, i \geq 1$. By 2.3), we have

$$
\begin{equation*}
Q_{i}\left(\sigma_{i}, \xi\right)=Q_{i}\left(\sigma_{i}, 0\right)-\xi \chi\left(v^{*}\right) f_{2} \sigma_{i} \tag{2.7}
\end{equation*}
$$

It is easy to obtain that $\left(u^{*}, v^{*}\right)$ is local asymptotic stability by $Q_{i}(0, \xi)=$ $f_{1} g_{2}-f_{2} g_{1}>0$ if $i=0$. For $i \geq 1$, we have:
(i) $Q_{i}\left(\sigma_{i}, 0\right)>0$ for all $i \geq 1$. Then $\hat{\xi}<0$ by 2.4. If $\xi>\hat{\xi}$, then $Q_{i}\left(\sigma_{i}, 0\right)-$ $\xi \chi\left(v^{*}\right) f_{2} \sigma_{i}>Q_{i}\left(\sigma_{i}, 0\right)-\hat{\xi} \chi\left(v^{*}\right) f_{2} \sigma_{i}=0$ for every $i$, which implies $\left(u^{*}, v^{*}\right)$ is local asymptotically stable by 2.7 ). If $\xi<\hat{\xi}$, then $Q_{i}\left(\sigma_{i}, 0\right)-\xi \chi\left(v^{*}\right) f_{2} \sigma_{i}<$ 0 for some $i$, which means $\left(u^{*}, v^{*}\right)$ is unstable.
(ii) $Q_{i}\left(\sigma_{i}, 0\right)<0$ for some $i \geq 1$. Then $\hat{\xi}>0$ by 2.4. If $\xi>\hat{\xi}$, then $Q_{i}\left(\sigma_{i}, 0\right)-$ $\xi \chi\left(v^{*}\right) f_{2} \sigma_{i}>Q_{i}\left(\sigma_{i}, 0\right)-\hat{\xi} \chi\left(v^{*}\right) f_{2} \sigma_{i}=0$ for every $i$. Thus, $\left(u^{*}, v^{*}\right)$ is local asymptotically stable by 2.7). If $\xi<\hat{\xi}$, then $Q_{i}\left(\sigma_{i}, 0\right)-\xi \chi\left(v^{*}\right) f_{2} \sigma_{i}<0$ for some $i$. Thus $\left(u^{*}, v^{*}\right)$ is unstable.

From Theorem 2.2, we can point out that the homogeneous steady state $\left(u^{*}, v^{*}\right)$ loses its stability when prey-taxis sensitivity coefficient is less than a certain threshold value $\hat{\xi}$. In what follows, we only discuss case (i): $Q_{i}\left(\sigma_{i}, 0\right)>0$ for all $i \geq 1$ in the proof of Theorem 2.2 while case (ii) can be treated by the same arguments.

## 3. Nonconstant positive steady states

In this section, we study the existence, stability and global bifurcation analysis of the noncanstant steady states to model 1.3 in the 1D interval $(0, l), l>0$ with prey-taxis sensitivity coefficient $\xi<\hat{\xi}$. The eigenvalues of $-\Delta$ on $(0, l)$ under homogeneous Neumann boundary condition are $\sigma_{i}=\left(\frac{i \pi}{l}\right)^{2}, i=0,1,2 \ldots$, and the corresponding eigenfunctions are $\phi_{i}=\cos \left(\frac{i \pi x}{l}\right), i=0,1,2 \ldots$.
3.1. Existence of nonconstant steady states. In this part, we apply CrandallRabinowitz bifurcation theory [4] with $\xi$ as the bifurcation parameter to show that the system (1.3) can generate a branch of nonconstant steady state solutions, which bifurcate from the homogeneous steady state $\left(u^{*}, v^{*}\right)$. To be precise, we consider the corresponding strongly coupled elliptic system of model 1.3 :

$$
\begin{gather*}
d_{1} \Delta u+u(1-u)-\frac{u^{2} v}{a u^{2}+u+g}=0, \quad x \in(0, l) \\
d_{2} \Delta v-\xi \nabla(\chi(v) \nabla u)+c v\left(1-\frac{v}{\delta u}\right)=0, \quad x \in(0, l)  \tag{3.1}\\
u^{\prime}=v^{\prime}=0, \quad x=0, l .
\end{gather*}
$$

Then (3.1) can be expressed as

$$
F(\xi, u, v)=0, \quad(\xi, u, v) \in \mathbb{R} \times \mathcal{X}
$$

where

$$
\begin{gathered}
F(\xi, u, v)=\binom{d_{1} \Delta u+u(1-u)-\frac{u^{2} v}{a u^{2}+u+g}}{d_{2} \Delta v-\xi \nabla(\chi(v) \nabla u)+c v\left(1-\frac{v}{\delta u}\right)}, \\
\mathcal{X}=\left\{(u, v): u, v \in H^{2}([0, l]), u^{\prime}=v^{\prime}=0 \text { at } x=0, l\right\} .
\end{gathered}
$$

It is obvious that the solution of $F=0$ is the classical solution of (3.1), and $F$ is a continuously differentiable mapping from $\mathbb{R} \times \mathcal{X}$ to $\mathcal{Y}, \mathcal{Y}=L^{2}(0, l) \times L^{2}(0, l)$. Moreover, $F\left(\xi, u^{*}, v^{*}\right)=0$ for any $\xi \in \mathbb{R}$.

If $\left(\alpha, u^{*}, v^{*}\right)$ is a bifurcation point of $F=0$ with respect to the curve $\left(\xi, u^{*}, v^{*}\right)$, then the solution of $F=0$ not lying on this curve in any neighbourhood of $\left(\alpha, u^{*}, v^{*}\right)$. Base on (2.4) and 2.7), the derivative operator

$$
F_{(u, v)}\left(\xi, u^{*}, v^{*}\right)=\left(\begin{array}{cc}
d_{1} \Delta+f_{1} & f_{2} \\
g_{1}-\xi \chi\left(v^{*}\right) \Delta & d_{2} \Delta+g_{2}
\end{array}\right)
$$

satisfies

$$
\begin{equation*}
(A+D \Delta)\left(\xi_{i}\right)=F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right) \tag{3.2}
\end{equation*}
$$

and $Q_{i}\left(\sigma_{i}, \xi_{i}\right)=0$ by Theorem 2.2. Therefore, $F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)$ has zero eigenvalue, which implies that $\left(\xi_{i}, u^{*}, v^{*}\right)$ may be bifurcation points for all $i \geq 1$ as follow. We now show that the local bifurcation does occur at $\left(\xi_{i}, u^{*}, v^{*}\right)$ for all $i \geq 1$.
Theorem 3.1. Assuming (H2) holds, and $\xi_{i} \neq \xi_{k}$ for any $k \neq i$, then $\left(\xi_{i}, u^{*}, v^{*}\right)$ is a bifurcation point with respect to the curve $\left(\xi, u^{*}, v^{*}\right)$, where $\xi_{i}$ is defined in (2.4). That is there exists a constant $\delta>0$ such that for each positive integer $i$, system (3.1) has non-constant positive solutions $\Gamma_{i}(s)=\left(\xi_{i}(s), u_{i}(s, x), v_{i}(s, x)\right)$ for $|s|<\delta$, where $\xi_{i}(s) \in \mathbb{R}$ and $\left(u_{i}(s, x), v_{i}(s, x)\right) \in \mathcal{X}$ are smooth function of $s$. Furthermore, $\Gamma_{i}(s)$ around $\left(\xi_{i}, u^{*}, v^{*}\right)$ can be expressed as

$$
\begin{gather*}
\left(u_{i}(s, x), v_{i}(s, x)\right)=\left(u^{*}, v^{*}\right)+s\left(1, b_{i}\right) \cos \frac{i \pi x}{l}+o(s)  \tag{3.3}\\
\xi_{i}(s)=\xi_{i}+s K_{1}+s^{2} K_{2}+\ldots
\end{gather*}
$$

where $b_{i}=\frac{d_{1} \sigma_{i}-f_{1}}{f_{2}}, K_{1}, K_{2}$ are constants to be determined and

$$
\begin{aligned}
& \left(u_{i}(s, x), v_{i}(s, x)\right)-\left(u^{*}, v^{*}\right)-s\left(1, b_{i}\right) \cos \frac{i \pi x}{l} \\
& \in\left\{(u, v) \in \mathcal{X}: \int_{0}^{1}\left(u \hat{u}_{i}+v \hat{v}_{i}\right) d x=0\right\} \equiv \mathcal{Z}
\end{aligned}
$$

where $\left(\hat{u}_{i}, \hat{v}_{i}\right)=\left(1, b_{i}\right) \cos \frac{i \pi x}{l}$.
Proof. For fixed $i$, we only need to prove the following conditions hold by 4, Theorem 1.7].
(1) The partial derivatives $F_{\xi}, F_{(u, v)}$ and $F_{(\xi, u, v)}$ exist and are continuous;
(2) $\operatorname{dim} \mathcal{N}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=\operatorname{dim} \mathcal{Y} / \mathcal{R}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=1$,
(3) $\mathcal{N}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=\operatorname{span}\left\{\left(\hat{u}_{i}, \hat{v}_{i}\right)\right\}$ and

$$
F_{(\xi, u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\left(\hat{u}_{i}, \hat{v}_{i}\right) \notin \mathcal{R}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)
$$

From calculations, we obtain

$$
\begin{gather*}
F_{\xi}(\xi, u, v)=-\binom{0}{\nabla(\chi(v) \nabla u)} \\
F_{(\xi, u, v)}(\xi, u, v)(p, q)=-\binom{0}{\nabla(\chi(v) \nabla p)+\nabla\left(\chi^{\prime}(v) q \nabla u\right)} \tag{3.4}
\end{gather*}
$$

Clearly, $F_{\xi}, F_{(u, v)}$ and $F_{(\xi, u, v)}$ are continuous. Let

$$
\binom{\varphi}{\psi}=\sum_{0 \leq i<\infty}\binom{a_{i}}{b_{i}} \cos \frac{i \pi x}{l} \in \mathcal{N}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)
$$

Then

$$
\sum_{0 \leq i<\infty}\left(\begin{array}{cc}
d_{1} \Delta+f_{1} & f_{2}  \tag{3.5}\\
g_{1}-\xi_{i} \chi\left(v^{*}\right) \Delta & d_{2} \Delta+g_{2}
\end{array}\right)\binom{a_{i}}{b_{i}} \cos \frac{i \pi x}{l}=0
$$

and therefore the coefficient matrix in (3.5) is singular, that is,

$$
\operatorname{det}\left(\begin{array}{cc}
d_{1} \Delta+f_{1} & f_{2}  \tag{3.6}\\
g_{1}-\xi_{i} \chi\left(v^{*}\right) \Delta & d_{2} \Delta+g_{2}
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
-d_{1} \sigma_{i}+f_{1} & f_{2} \\
g_{1}+\xi_{i} \chi\left(v^{*}\right) \sigma_{i} & -d_{2} \sigma_{i}+g_{2}
\end{array}\right)=0
$$

which implies

$$
\begin{gathered}
\operatorname{dim} \mathcal{N}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=1 \\
\mathcal{N}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=\operatorname{span}\left\{\left(\hat{u}_{i}, \hat{v}_{i}\right)\right\},
\end{gathered}
$$

here $\left(\hat{u}_{i}, \hat{v}_{i}\right)=\left(1, b_{i}\right) \cos \frac{i \pi x}{l}$, with $b_{i}=\frac{d_{1} \sigma_{i}-f_{1}}{f_{2}}$. The accompanying matrix of $F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)$ is:

$$
F_{(u, v)}^{*}\left(\xi_{i}, u^{*}, v^{*}\right)=\left(\begin{array}{cc}
d_{1} \Delta+f_{1} & g_{1}-\xi_{i} \chi\left(v^{*}\right) \Delta \\
f_{2} & d_{2} \Delta+g_{2}
\end{array}\right) .
$$

It is easy to see that

$$
\mathcal{N}\left(F_{\left(\xi_{i}, u, v\right)}^{*}\left(u^{*}, v^{*}\right)\right)=\operatorname{span}\left\{\left(\hat{u}_{i}^{*}, \hat{v}_{i}^{*}\right)\right\}
$$

where $\left(\hat{u}_{i}^{*}, \hat{v}_{i}^{*}\right)=\left(1, b_{i}^{*}\right) \cos \frac{i \pi x}{l}$, with $b_{i}^{*}=-\frac{f_{2}}{g_{2}-d_{2} \sigma_{i}}$. Thus

$$
\operatorname{dim} \mathcal{N}\left(F_{(u, v)}^{*}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=1
$$

and by the Fredholm alternative theorem (see Appendix D of [7]), we obtain

$$
\mathcal{R}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=\left[\mathcal{N}\left(F_{(u, v)}^{*}\left(\xi_{i}, u^{*}, v^{*}\right)\right)\right]^{\perp}
$$

that is

$$
\operatorname{dim} \mathcal{Y} / \mathcal{R}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=\operatorname{dim} \mathcal{N}\left(F_{(u, v)}^{*}\left(\xi_{i}, u^{*}, v^{*}\right)\right)=1
$$

From the inner product,

$$
\begin{aligned}
\left(F_{(\xi, u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\left(\hat{u}_{i}, \hat{v}_{i}\right),\left(\hat{u}_{i}^{*}, \hat{v}_{i}^{*}\right)\right) & =-\int_{0}^{1} \sigma_{i} \chi\left(v^{*}\right) b_{i}^{*} \cos ^{2} \frac{i \pi x}{l} d x \\
& =\frac{\chi\left(v^{*}\right) \sigma_{i} l f_{2}}{2\left(g_{2}-d_{2} \sigma_{i}\right)}>0
\end{aligned}
$$

Then $F_{(\xi, u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\left(\hat{u}_{i}, \hat{v}_{i}\right) \notin \mathcal{R}\left(F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)\right)$.
Remark 3.2. According to Theorem 3.1, each $\left(\xi_{i}, u^{*}, v^{*}\right)$ represents a bifurcation point, that is, system (3.1) has infinite bifurcation points. And the emergence of nontrivial steady-state bifurcation solutions is explained by the effect of prey-taxis sensitivity coefficient $\xi$.

Remark 3.3. The bifurcation curve $\Gamma_{i}(s),|s|<\delta$ is part of a connected component $\Gamma_{i}$ of $\bar{S}$ where

$$
S=\left\{(\xi, u, v) \in \mathbb{R} \times \mathcal{X}: F(\xi, u, v)=0,(u, v) \neq\left(u^{*}, v^{*}\right)\right\}
$$

Morever, $\Gamma_{i}$ can be characterised by eigenfunction $\cos \left(\frac{i \pi x}{l}\right)$, when it is around $\left(\xi_{i}, u^{*}, v^{*}\right)$.
3.2. Stability of nonconstant steady states. In this subsection, we investigate the stability of the steady-state solution and provide criterion and explicit formulas to determine the bifurcating direction by employing classical results from 5 .

From assumption (H1), $F$ is $C^{3}$-smooth, and $\left(u_{i}(s, x), v_{i}(s, x)\right)$ are $C^{3}-$ smooth functions of $s$ by Theorem 1.18 in [4], then we can expand them as follows:

$$
\begin{align*}
u_{i}(s, x) & =u^{*}+s \cos \frac{i \pi x}{l}+s^{2} \Phi_{1}+s^{3} \Phi_{2}+o\left(s^{3}\right)  \tag{3.7}\\
v_{i}(s, x) & =v^{*}+s b_{i} \cos \frac{i \pi x}{l}+s^{2} \Psi_{1}+s^{3} \Psi_{2}+o\left(s^{3}\right)
\end{align*}
$$

where $\left(\Phi_{k}, \Psi_{k}\right) \in \mathcal{Z}, k=1,2$ as defined in Theorem 3.1. Moreover, from the Taylor's expansion, we have

$$
\begin{align*}
& \chi\left(v_{i}(s, x)\right) \\
& =\chi\left(v^{*}\right)+s \chi^{\prime}\left(v^{*}\right) b_{i} \cos \frac{i \pi x}{l}+s^{2}\left(\chi^{\prime}\left(v^{*}\right) \Psi_{1}+\frac{1}{2} \chi^{\prime \prime}\left(v^{*}\right) b_{i}^{2} \cos ^{2} \frac{i \pi x}{l}\right)+o\left(s^{3}\right) \tag{3.8}
\end{align*}
$$

For the branch direction of $\Gamma_{i}(s)$, we have the following Lemma.
Lemma 3.4. Suppose that the conditions of Theorem 3.1 are satisfied. Then for each $i \in \mathbb{N}^{+}, K_{1}=0$ implys the local bifurcation branch $\Gamma_{i}(s),|s|<\delta$ is of pitchfork type, where $K_{1}$ is given by (3.3).

Proof. Let

$$
\begin{aligned}
M_{1} & =\frac{1}{2}\left[f_{u u}\left(u^{*}, v^{*}\right)+2 f_{u v}\left(u^{*}, v^{*}\right) b_{i}+f_{v v}\left(u^{*}, v^{*}\right) b_{i}^{2}\right], \\
M_{2} & =\frac{1}{2}\left[g_{u u}\left(u^{*}, v^{*}\right)+2 g_{u v}\left(u^{*}, v^{*}\right) b_{i}+g_{v v}\left(u^{*}, v^{*}\right) b_{i}^{2}\right],
\end{aligned}
$$

To calculate the value of $K_{1}$, we substitute (3.3), (3.7), and (3.8) into (3.1) and collect the coefficients of the $s^{2}-$ terms, then we have

$$
\begin{gather*}
d_{1} \Phi_{1}^{\prime \prime}+f_{1} \Phi_{1}+f_{2} \Psi_{1}=-M_{1} \cos ^{2} \frac{i \pi x}{l} \\
d_{2} \Psi_{1}^{\prime \prime}-\xi_{i} \chi\left(v^{*}\right) \Phi_{1}^{\prime \prime}+g_{1} \Phi_{1}+g_{2} \Psi_{1}+K_{1}\left(\frac{i \pi}{l}\right)^{2} \chi\left(v^{*}\right) \cos \frac{i \pi x}{l}  \tag{3.9}\\
=-\xi_{i}\left(\frac{i \pi}{l}\right)^{2} b_{i} \chi\left(v^{*}\right) \cos \frac{2 i \pi x}{l}-M_{2} \cos ^{2} \frac{i \pi x}{l}
\end{gather*}
$$

Multiplying both sides of the first equation of 3.9 by $\cos \frac{i \pi x}{l}$ and then integrating it over 0 to $l$, we obtain

$$
\begin{equation*}
\left(f_{1}-d_{1}\left(\frac{i \pi}{l}\right)^{2}\right) \int_{0}^{1} \Phi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x+f_{2} \int_{0}^{1} \Psi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x=0 . \tag{3.10}
\end{equation*}
$$

On the other hand, because $\left(\Phi_{1}, \Psi_{1}\right) \in \mathcal{Z}$, we have

$$
\begin{equation*}
\int_{0}^{1} \Phi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x+b_{i} \int_{0}^{1} \Psi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x=0 \tag{3.11}
\end{equation*}
$$

From (3.10) and (3.11), the determinant of the coefficient matrix is

$$
\operatorname{det}\left(\begin{array}{cc}
f_{1}-d_{1}\left(\frac{i \pi}{l}\right)^{2} & f_{2} \\
1 & b_{i}
\end{array}\right)=-f_{2}\left(1+b_{i}^{2}\right) \neq 0
$$

Therefore, the coefficient matrix is not singular, and we have

$$
\begin{equation*}
\int_{0}^{1} \Phi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x=\int_{0}^{1} \Psi_{1} \cos \frac{i \pi x}{l} \mathrm{~d} x=0, \quad \forall i \in \mathbb{N}^{+} \tag{3.12}
\end{equation*}
$$

Then $K_{1}=0$ based on the second equation of (3.9) and (3.12). Thus, the local bifurcation branch $\Gamma_{i}(s),|s|<\delta$ is of pitch-fork type.

We next evaluate $K_{2}$ to determine the bifurcation direction and the stability of $\Gamma_{i}(s),|s|<\delta$. To simplify the calculation, we introduce the following notation:

$$
\begin{gathered}
M_{3}=f_{u u}\left(u^{*}, v^{*}\right)+f_{u v}\left(u^{*}, v^{*}\right) b_{i}, \quad M_{4}=f_{u v}\left(u^{*}, v^{*}\right)+f_{v v}\left(u^{*}, v^{*}\right) b_{i}, \\
M_{5}=g_{u u}\left(u^{*}, v^{*}\right)+g_{u v}\left(u^{*}, v^{*}\right) b_{i}, \quad M_{6}=g_{u v}\left(u^{*}, v^{*}\right)+g_{v v}\left(u^{*}, v^{*}\right) b_{i}, \\
M_{7}=\frac{1}{6}\left(f_{u u u}\left(u^{*}, v^{*}\right)+3 f_{u u v}\left(u^{*}, v^{*}\right) b_{i}+3 f_{u v v}\left(u^{*}, v^{*}\right) b_{i}^{2}+f_{v v v}\left(u^{*}, v^{*}\right) b_{i}^{3}\right), \\
M_{8}=\frac{1}{6}\left(g_{u u u}\left(u^{*}, v^{*}\right)+3 g_{u u v}\left(u^{*}, v^{*}\right) b_{i}+3 g_{u v v}\left(u^{*}, v^{*}\right) b_{i}^{2}+g_{v v v}\left(u^{*}, v^{*}\right) b_{i}^{3}\right) .
\end{gathered}
$$

Integrating the equations of system 3.9 over 0 to $l$ and combining $K_{1}=0$, we obtain

$$
\begin{equation*}
\int_{0}^{1} \Phi_{1} \mathrm{~d} x=\frac{l\left(M_{2} f_{2}-M_{1} g_{2}\right)}{2\left(f_{1} g_{2}-f_{2} g_{1}\right)}, \quad \int_{0}^{1} \Psi_{1} \mathrm{~d} x=\frac{l\left(M_{1} g_{1}-M_{2} f_{1}\right)}{2\left(f_{1} g_{2}-f_{2} g_{1}\right)} \tag{3.13}
\end{equation*}
$$

Multiplying the equations of system 3.9 by $\cos \frac{2 i \pi x}{l}$ and then integrating them over 0 to $l$, once again combining $K_{1}=0$ yields

$$
\begin{equation*}
\int_{0}^{1} \Phi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x=\frac{E_{1}}{E_{0}}, \quad \int_{0}^{1} \Psi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x=\frac{E_{2}}{E_{0}} \tag{3.14}
\end{equation*}
$$

where

$$
\begin{aligned}
E_{0}= & f_{1} g_{2}-f_{2} g_{1}-\frac{4 i^{2} \pi^{2}\left(\xi_{i} \chi\left(v^{*}\right) f_{2}+g_{2} d_{1}+f_{1} d_{2}\right)}{l^{2}}+\frac{16 i^{4} \pi^{4} d_{1} d_{2}}{l^{4}} \\
& E_{1}=\frac{\pi^{2} i^{2}\left(\xi_{i} b_{i} \chi\left(v^{*}\right) f_{2}+2 M_{1} d_{2}\right)}{2 l}+\frac{\left(M_{2} f_{2}-M_{1} g_{2}\right) l}{4} \\
E_{2}= & \frac{\pi^{2} i^{2}\left(2 \xi_{i} \chi\left(v^{*}\right) M_{1}-\xi_{i} b_{i} \chi\left(v^{*}\right) f_{1}+2 M_{2} d_{1}\right)}{2 l}+\frac{2 \pi^{4} i^{4} \xi_{i} b_{i} \chi\left(v^{*}\right) d_{1}}{l^{3}} \\
& +\frac{\left(M_{1} g_{1}-M_{2} f_{1}\right) l}{4}
\end{aligned}
$$

obviously, $E_{0}$ is always nonzero by $\xi_{i} \neq \xi_{k}$ for any $k \neq i$.
Substituting (3.7), 3.8) into (3.1), we equate $s^{3}$-terms of (3.1),

$$
\begin{align*}
d_{1} \Phi_{2}^{\prime \prime}+ & f_{1} \Phi_{2}+f_{2} \Psi_{2}=-M_{3} \Phi_{1} \cos \frac{i \pi x}{l}-M_{4} \Psi_{1} \cos \frac{i \pi x}{l}-M_{7} \cos ^{3} \frac{i \pi x}{l} \\
& d_{2} \Psi_{2}^{\prime \prime}-\xi_{i} \chi\left(v^{*}\right) \Phi_{2}^{\prime \prime}+g_{1} \Phi_{2}+g_{2} \Psi_{2}+K_{2} \chi\left(v^{*}\right)\left(\frac{i \pi}{l}\right)^{2} \cos \frac{i \pi x}{l}  \tag{3.15}\\
& =\xi_{i} N-M_{5} \Phi_{1} \cos \frac{i \pi x}{l}-M_{6} \Psi_{1} \cos \frac{i \pi x}{l}-M_{8} \cos ^{3} \frac{i \pi x}{l}
\end{align*}
$$

where

$$
\begin{aligned}
N= & -\chi^{\prime}\left(v^{*}\right)\left(\frac{i \pi}{l}\right) \sin \frac{i \pi x}{l}\left(b_{i} \Phi_{1}^{\prime}+\Psi_{1}^{\prime}\right)+\chi^{\prime}\left(v^{*}\right) \cos \frac{i \pi x}{l}\left(b_{i} \Phi_{1}^{\prime \prime}-\left(\frac{i \pi}{l}\right)^{2} \Psi_{1}\right) \\
& +\chi^{\prime \prime}\left(v^{*}\right) b_{i}^{2}\left(\frac{i \pi}{l}\right)^{2} \cos \frac{i \pi x}{l}\left(\sin ^{2} \frac{i \pi x}{l}-\frac{1}{2} \cos ^{2} \frac{i \pi x}{l}\right)
\end{aligned}
$$

Following $\left(\Phi_{2}, \Psi_{2}\right) \in \mathcal{Z}$ and the first equation of system 3.15, we have

$$
\begin{aligned}
& \int_{0}^{1} \Phi_{2} \cos \frac{i \pi x}{l} \mathrm{~d} x=-b_{i} \int_{0}^{1} \Psi_{2} \cos \frac{i \pi x}{l} \mathrm{~d} x \\
& \int_{0}^{1} \Psi_{2} \cos \frac{i \pi x}{l} \mathrm{~d} x=-\frac{1}{\left(1+b_{i}^{2}\right) f_{2}}\left[\frac{M_{3}}{2}\left(\int_{0}^{1} \Phi_{1} \mathrm{~d} x+\int_{0}^{1} \Phi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x\right)\right. \\
&\left.+\frac{M_{4}}{2}\left(\int_{0}^{1} \Psi_{1} \mathrm{~d} x+\int_{0}^{1} \Psi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x\right)+\frac{3 M_{7} l}{8}\right]
\end{aligned}
$$

By the second equation of system 3.15, we have

$$
\begin{align*}
K_{2}= & -\frac{l}{(i \pi)^{2} \chi\left(v^{*}\right)}\left(A_{1} \int_{0}^{1} \Phi_{2} \cos \frac{i \pi x}{l} \mathrm{~d} x+A_{2} \int_{0}^{1} \Psi_{2} \cos \frac{i \pi x}{l} \mathrm{~d} x\right. \\
& +A_{3} \int_{0}^{1} \Phi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x+A_{4} \int_{0}^{1} \Psi_{1} \cos \frac{2 i \pi x}{l} \mathrm{~d} x  \tag{3.16}\\
& \left.+M_{5} \int_{0}^{1} \Phi_{1} \mathrm{~d} x+A_{6} \int_{0}^{1} \Psi_{1} \mathrm{~d} x+A_{7}\right)
\end{align*}
$$

where

$$
\begin{gathered}
A_{1}=2\left(\xi_{i} \chi\left(v^{*}\right)\left(\frac{i \pi}{l}\right)^{2}+g_{1}\right), \quad A_{2}=2\left(-d_{2}\left(\frac{i \pi}{l}\right)^{2}+g_{2}\right), \\
A_{3}=M_{5}+2 \xi_{i} \chi^{\prime}\left(v^{*}\right) b_{i}\left(\frac{i \pi}{l}\right)^{2}, \quad A_{4}=M_{6}-\xi_{i} \chi^{\prime}\left(v^{*}\right)\left(\frac{i \pi}{l}\right)^{2} \\
A_{6}=M_{6}+\xi_{i} \chi^{\prime}\left(v^{*}\right)\left(\frac{i \pi}{l}\right)^{2}, \quad A_{7}=\frac{3 M_{8} l}{4}+\xi_{i} \chi^{\prime \prime}\left(v^{*}\right) \frac{b_{i}^{2} i^{2} \pi^{2}}{8 l} .
\end{gathered}
$$

Therefore, we can evaluate $K_{2}$ in terms of system parameters. For the stability of the local bifurcating solution $\Gamma_{i}(s)$, we have the following theorem.
Theorem 3.5. Assuming that the conditions of Theorem 3.1 are satisfied. Let $K_{2}$ be given in (3.16), $i_{0}$ be a non-negative integer such that $\xi_{i_{0}}=\hat{\xi}$ defined by (2.4). Then we have
(i) for each $i \neq i_{0}, \Gamma_{i}(s),|s|<\delta$ is unstable;
(ii) $\Gamma_{i_{0}}(s),|s|<\delta$ is stable if $K_{2}<0$ and it is unstable if $K_{2}>0$.

Proof. (i) Linearizing (3.1) around $\left(\xi_{i}(s), u_{i}(s, x), v_{i}(s, x)\right.$ ), we obtain the eigenvalue problem

$$
\begin{equation*}
F_{(u, v)}\left(\xi_{i}(s), u_{i}(s, x), v_{i}(s, x)\right)(u, v)=\rho(s)(u, v), \quad(u, v) \in \mathcal{X} \tag{3.17}
\end{equation*}
$$

When $s \rightarrow 0,3.17$ can be written as

$$
\begin{equation*}
F_{(u, v)}\left(\xi_{i}, u^{*}, v^{*}\right)(u, v)=\rho(0)(u, v), \tag{3.18}
\end{equation*}
$$

By (2.4) and (2.7), we have

$$
Q_{i}\left(\sigma_{i}, \xi_{j}\right)=f_{2} \chi\left(v^{*}\right) \sigma_{i}\left(\xi_{i}-\xi_{j}\right), \quad 0 \leq i, j<\infty
$$

Indeed, if $j \neq i_{0}$, then $Q_{i_{0}}\left(\sigma_{i_{0}}, \xi_{j}\right)<0$, which implies 3.18) has a simple eigenvalue $\rho(0)>0$ by (3.2). Based on the standard eigenvalue perturbation theory in [14], for smaller $s$, there exists a positive real part of the eigenvalue $\rho(s)$ in the linearized system (3.17). Thus the solution curve $\Gamma_{i}(s),|s|<\delta, i \neq i_{0}$ is unstable, which means there must be $i=i_{0}$ when the solution curve $\Gamma_{i}(s),|s|<\delta$ is stable.

The proof of (ii) is the same as [39, Theorem 4.2], we omit it here.

It follows from the Remark 3.3 , Lemma 3.4 , and Theorem 3.5 that the bifurcation curve $\Gamma_{i}$ around $\left(\xi_{i}, u^{*}, v^{*}\right)$ is pitch-fork and the stability of the critical local bifurcation branch $\Gamma_{i_{0}}(s),|s|<\delta$ depends on $K_{2}$. If $\Gamma_{i}(s),|s|<\delta$ is stable, then it must be the right most one on the $\xi$-axis, and turns to the left at $\left(\xi_{i}, u^{*}, v^{*}\right)$.
3.3. Global bifurcation analysis. In this subsection, we apply the bifurcation theory in [23] to illustrate the global structure of the bifurcation curve $\Gamma_{i}$, which contains $\left(\xi_{i}, u^{*}, v^{*}\right)$, and present the following theorem to show that the local solution bifurcation can be extended to a global one.

Theorem 3.6. Assuming that the conditions of Theorem 3.1 are satisfied and $\sigma_{i} \neq$ $\frac{c}{d_{2}}$, the projection of bifurcation branch $\Gamma_{i}$ on the $\xi$-axis is $\left(-\infty, \xi_{i}\right)$. Furthermore, when $\xi \neq \xi_{i}$ for any positive integer $i$ and $\xi<\hat{\xi}$, system (3.1) has at least one nonconstant positive solution.

Proof. By the transformation $(U, V)=\left(u-u^{*}, v-v^{*}\right)$, system (3.1) becomes

$$
\begin{gathered}
d_{1} U^{\prime \prime}+\left(U+u^{*}\right)\left(1-\left(U+u^{*}\right)\right)-\frac{\left(U+u^{*}\right)^{2}\left(V+v^{*}\right)}{a\left(U+u^{*}\right)^{2}+\left(U+u^{*}\right)+g}=0 \quad x \in(0, l), \\
d_{2} V^{\prime \prime}-\xi\left(\chi\left(V+v^{*}\right) U^{\prime}\right)^{\prime}+c\left(V+v^{*}\right)\left(1-\frac{V+v^{*}}{\delta\left(U+u^{*}\right)}\right)=0 \quad x \in(0, l), \\
U^{\prime}(x)=V^{\prime}(x)=0 \quad x=0, l .
\end{gathered}
$$

We denote

$$
H(\xi, U, V)=\binom{d_{1} U^{\prime \prime}+\left(U+u^{*}\right)\left(1-\left(U+u^{*}\right)\right)-\frac{\left(U+u^{*}\right)^{2}\left(V+v^{*}\right)}{a\left(U+u^{*}\right)^{2}+\left(U+u^{*}\right)+g}}{d_{2} V^{\prime \prime}-\xi\left(\chi\left(V+v^{*}\right) U^{\prime}\right)^{\prime}+c\left(V+v^{*}\right)\left(1-\frac{V+v^{*}}{\delta\left(U+u^{*}\right)}\right)^{2}} .
$$

Let $w=(p, q) \in \mathcal{X}$. Then we obtain

$$
H_{(u, v)}(\xi, U, V) w=H_{1} w^{\prime \prime}+H_{2}\left(\xi, w, w^{\prime}\right)=0
$$

where $\chi^{\prime}\left(V+v^{*}\right)$ denotes the derivative of $\chi\left(V+v^{*}\right)$ with respect to $V$,

$$
\begin{gathered}
H_{1}=\left(\begin{array}{cc}
d_{1} & 0 \\
-\xi \chi\left(V+v^{*}\right) & d_{2}
\end{array}\right), \\
H_{2}\left(\xi, w, w^{\prime}\right)=\binom{h_{1}}{-\xi\left(\chi\left(V+v^{*}\right) p^{\prime}+\chi^{\prime}\left(V+v^{*}\right)\left(U+u^{*}\right)^{\prime} q\right)^{\prime}+h_{2}}, \\
h_{1}=\left[1-2\left(U+u^{*}\right)-\frac{\left(U+u^{*}\right)\left(U+u^{*}+2 g\right)\left(V+v^{*}\right)}{\left(a\left(U+u^{*}\right)^{2}+\left(U+u^{*}\right)+g\right)^{2}}\right] p \\
-\frac{\left(U+u^{*}\right)^{2}}{a\left(U+u^{*}\right)^{2}+\left(U+u^{*}\right)+g} q \\
h_{2}=\frac{c\left(V+v^{*}\right)^{2}}{\delta\left(U+u^{*}\right)^{2}} p+\left(c-\frac{2 c\left(V+v^{*}\right)}{\delta\left(U+u^{*}\right)}\right) q .
\end{gathered}
$$

It can be seen that, $\operatorname{Trace}\left(H_{1}\right)>0$ and $\operatorname{Det}\left(H_{1}\right)>0$, then the operator $H_{1}$ is elliptic by Definition 2.1 in [23], furthermore, which is strongly elliptic and satisfies the Agmon's condition for all $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ by Case 2 of [23, Remark 2.5.5]. Thus the operator $H_{(u, v)}(\xi, U, V)$ is the Fredholm operator with zero index by [23, Theorem 3.3 and Remark 3.4].

Therefore, $\Gamma_{i}$ must satisfy one of the following conditions:
(1) $\Gamma_{i}$ on $\mathbb{R} \times \mathcal{X}$ is unbounded;
(2) $\Gamma_{i}$ contains a point $\left(\bar{\xi}, u^{*}, v^{*}\right)$, where $\bar{\xi} \neq \xi_{i}$;
(3) $\Gamma_{i}$ contains a point where $(\xi ; u, v) \in \partial W$, where $W=\{(\xi ; u, v) \in \mathbb{R} \times \overline{\mathcal{X}}$ : $u>0, v>0\}$,
with regard to the global bifurcation result [23, Theorem 4.3]. As we know, the positive solution of the system (3.1) bifurcates from $\left(\xi, u^{*}, v^{*}\right)$ if and only if $\xi=\xi_{i}$. Therefore, (2) is ruled out.

Evaluating $F_{(u, v)}(\xi, u, v)$ at $(1,0)$, we obtain

$$
F_{(u, v)}(\xi, 1,0)(p, q)=\binom{d_{1} p^{\prime \prime}-p-\frac{q}{a+1+g}}{d_{2} q^{\prime \prime}+c q}
$$

It is easy to know that if the eigenvalues of the elliptic operator with the homogeneous Neumann boundary condition satisfy $\left(\frac{i \pi}{l}\right)^{2} \neq \frac{c}{d_{2}}, i=0,1,2, \ldots$, then the boundary $(1,0)$ is a non-degenerate equilibrium point. Thus (3) does not hold either.

From the Theorem 1.1 it follows that any positive solution $(u, v)$ of the system (3.1) is bounded in $L^{\infty}(\Omega)$, and satisfies $(u, v) \in C^{1, \alpha}(\bar{\Omega})$ for $\alpha \in(0,1)$. Then the Sobolev embedding theorem implies that $(u, v)$ possesses boundedness in the norm of $\mathcal{X}$. Thus, $\Gamma_{i}$ extends to infinity in $\xi$, which projects on the $\xi$-axis as $\left(-\infty, \xi_{i}\right)$.

## 4. Numerical simulations

In this section, we present some numerical simulations to illustrate our theoretical results given in the previous sections. Meanwhile, we can find some interesting patterns of striking structures. Based on Volume-filling mechanism, that is predators stop aggregating after their density attains certain threshold values $v_{m}$ and $\chi(v)$ vanishes identically when $v \geq v_{m}$ [1, 21], which satisfies the assumption (H). We take

$$
\chi(v):= \begin{cases}1-\cos \left(\frac{2 \pi v}{v_{m}}\right) & 0 \leq v<v_{m} \\ 0 & v \geq v_{m}\end{cases}
$$

as the sensitivity function.
In Figure 1, the parameters of (1.3) are chosen to be $d_{1}=0.5, d_{2}=1, a=\frac{2}{3}$, $g=2.25, c=3, \delta=1.5, v_{m}=2$, which satisfy assumption (H2). By a simple computation, we can obtain that the unique positive homogeneous steady state solution is

$$
\left(u^{*}, v^{*}\right)=(0.75,1.125)
$$

which is stable for the corresponding ODE system.
In Figure 2, parameters are the same as those for Figure 1, and we select the initial data as $\left(u_{0}, v_{0}\right)=\left(u^{*}+0.01 \cos x, v^{*}+0.01 \cos x\right)$, which are small perturbations of $\left(u^{*}, v^{*}\right)$. By 2.3 and 2.4, it is easy to find that

$$
\hat{\xi}=\max _{1 \leq i \leq+\infty} \xi_{i}=\xi_{5} \approx-15.6163
$$

Then we observe the pattern formation for the density of predator $v(x, t)$ when $\xi=-15.61$ and -15.62 (see Figures $2(a)$ and $2(b)$ ), and confirm that a steady state bifurcation occurs at $\hat{\xi} \approx-15.6163$. From Figures 2 (a) and 2 (c), we find that the homogeneous steady state solution $\left(u^{*}, v^{*}\right)$ is stable for any $\xi>\hat{\xi}$. Turing instability at $\left(u^{*}, v^{*}\right)$ occurs when $\xi<\hat{\xi}$, see Figures 2(b) and 2(d). These graphs also support our stability analysis of steady state solution $\left(u^{*}, v^{*}\right)$ in Theorem 2.2 ,


Figure 1. Phase diagram.

Morever, the spatial pattern with mode $i_{0}=5$ and eigenmode $\cos \frac{i_{0} \pi x}{l}=\cos \frac{\pi x}{2}$ is observed from Figures 2(b) and 2(d).

Figure 3 shows the effect of interval length on the stable wave number, when $\xi$ is near the critical bifurcation value. System parameters and initial data are taken to be the same as those for Figure 2. Besides, we choose $l=13,21$ and 29, and calculate the corresponding critical bifurcation values of each point to $\xi_{7} \approx-15.6361$, $\xi_{11} \approx-15.6078$, and $\xi_{15} \approx-15.6031$. We observe that the homogeneous steady state solution $\left(u^{*}, v^{*}\right)$ loses its stability to the stable wave mode $\cos \frac{7 \pi x}{13}, \cos \frac{11 \pi x}{21}$ and $\cos \frac{15 \pi x}{29}$, respectively. Therefore, Theorem 3.5 is verified numerically in Figure 3. Moreover, as the length of interval is increases, the number of aggregates in the spatial pattern become greater and the time for the system to arrive at a non-constant steady state increases.

Figure 4 depicts how a small prey-taxis sensitivity coefficient $\xi$ affects pattern formation in system (1.3). Here the parameter values and initial values are still chosen in the same way as in Figure 2. Choosing $l=15$, and different preytaxis sensitivity coefficients: $\xi=-20, \xi=-50$ and $\xi=-100$, which are less than the maximum critical bifurcation value $\xi_{8}=-15.6235$. we can get that $v(x, t)$ develop into spike functions when the prey-taxis sensitivity coefficient is small. This validates the fact that a small prey-taxis sensitivity coefficient benefits heterogeneity and aggregation of population species in (1.3).

We present a list of plots in Figure 5 to show that a variety of nonconstant steady state solutions, spatio-temporal periodic solutions and spatio-temporal irregular solutions are observed for system 1.3 as the interval length is increased when the prey-taxis sensitivity coefficient $\xi$ is much smaller than the critical bifurcation value. The system parameters are taken as $d_{1}=0.5, d_{2}=1, a=1, g=0.7125, c=0.9$, $\delta=0.9, v_{m}=2$. We take initial values $\left(u_{0}, v_{0}\right)=\left(u^{*}+0.05 \cos x, v^{*}+0.05 \cos x\right)$ and fix $\xi=-30$, which is obviously far away from the critical bifurcation value. It is clear that the solution can evolve through a series of emerging and merging. Here merging refers to the combination of two aggregates into one via chemotactic attraction, while emerging refers to the appearance of new aggregation peaks in the


Figure 2. Numerical simulation of $v(x, t)$ of 1.3 ) over $l=(0,10)$. Here $d_{1}=0.5, d_{2}=1, a=2 / 3, g=2.25, c=3, \delta=1.5$ with the initial data $\left(u_{0}, v_{0}\right)=\left(u^{*}+0.01 * \cos (x), v^{*}+0.01 * \cos (x)\right)$, and $\xi$ is a variable coefficient. Solutions are plotted for (i) (ii): $t \in[0,5000]$, (iii) (iv): $t \in[0,100]$.
space created by the merger. Except that, the spatio-temporal behavior of the internal spike transfer to the boundary can also be observed. These numerical results reflect the coexistence of predator-prey species and the complexity of the spatiotemporal structure of prey-taxis systems. For the relevant theoretical analysis we can refer to [22].
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In Figure 6, system parameter are chosen to be the same as those for Figure 5. except that $\xi \in[-30.2,-29.5]$, which are smaller than the critical bifurcation value $\xi_{8}=6.0879$. We find that the pattern formation is complex and extremely sensitive to the prey-taxis sensitivity coefficient $\xi$. In particular, the dynamics are same initially, while they vary significantly from $t \approx 200$, transitioning between regular and irregular patterning.

Finally, we find an interesting phenomenon, that is the intrinsic growth rate of predators $c$ can influence spatio-temporal periodicity when $\xi$ is far away from the critical bifurcation value. We take $d_{1}=0.5, d_{2}=1, a=\frac{2}{3}, g=2.25, \delta=1.5$ and $l=4, \xi=-40$ in (1.3). The initial values are the same as Figure 5. It can be seen directly from Figure 7 that there is a corresponding transition from nonconstant


Figure 3. Pattern formations of $v(x, t)$ of 1.3 illustrate the effect of interval length on the stable wave number with $\xi$ near the critical bifurcation values. System parameters and initial data are the same as in Figure 2.


Figure 4. Nonconstant steady state solutions of the system (1.3) over $l=(0,15)$ show how a small prey-taxis sensitivity coefficient $\xi$ affects pattern formations. System parameters and initial data are the same as in Figure 2.
steady state solutions to spatio-temporal periodic solutions as $c$ increases from 2.823 to 2.824 . As $c$ increases from 2.824 to 2.925 , we can observe the period of the spatio-temporal periodic solutions becomes greater. And spatio-temporal periodic solutions transform into nonconstant steady state solutions, when $c$ increases from 3.005 to 3.006 . We can suppose that the period becomes infinite in this process. Our numerical simulations indicate that the intrinsic growth rate of predator $c$ affects the period of sustained coexistence of prey and predator species in the habitat, which enriches the spatial-temporal patterns of the prey-taxis system.

## 5. Conclusions and discussion

In this article, we investigated the dynamics of predator-prey model of LeslieGower type with Sigmoid functional response and prey-taxis under the homogeneous Neumann boundary condition. First the global existence of classical solutions is established. Choosing the prey-taxis sensitivity coefficient $\xi$ as the bifurcation parameter, we establish conditions for Turing pattern formation using linear stability analysis. The existence of nonconstant positive steady state is derived from the local bifurcation theory, and it is proved to be of pitch-fork type. Moreover, we


Figure 5. A variety of pattern formations are observed as the interval length is increased. System parameters of (1.3) are given as $\left(d_{1}, d_{2}, a, g, c, \delta\right)=(0.5,1,1,0.7125,0.9,0.9)$ and $\xi=-30$.


Figure 6. Transitions between regular and irregular patterning in 1.3 when $\xi \in[-30.2,-29.5]$ is far away from the critical bifurcation value. System parameter are chosen to be the same as those for Figure 5
also obtain formulas to determine the turning and stability of the local bifurcation branch $\Gamma_{i}(s)$. In addition, we show that the bifurcation curves can be extended by applying the global bifurcation theory. Numerical simulations are provided to illustrate and validate our theoretical results. Our findings also reveal that pattern formation is affected by interval length, prey-taxis sensitivity coefficient $\xi$ and the intrinsic growth rate of predator $c$ in 1.3).


Figure 7. Maps of solutions for the system 1.3 show how a variable coefficient $c$ affects pattern formations for the parameter sets $\left(d_{1}, d_{2}, a, g, \delta, l, \xi\right)=(0.5,1,2 / 3,2.25,1.5,4,-40)$ and initial condition sets $\left(u_{0}, v_{0}\right)=\left(u^{*}+0.05 \cos x, v^{*}+0.05 \cos x\right)$. Phase portrait are plotted for $t \in[100,2000]$.

Particularly, when $\xi$ is away from critical bifurcation value, we can observe nonconstant steady state solutions, spatio-temporal periodic solutions and spatiotemporal irregular solutions as the length interval increases. It is worth noting that solutions evolve to a spatio-temporal pattern with clear temporal periodicity, that is phase plane trajectory gives a closed orbit when $c$ increases from 2.823 to 2.834. The period of spatio-temporal pattern becomes greater as $c$ increases from 2.824 to 2.925 . And the period tends to infinity as $c$ tends to 3.006 , that is the spatio-temporal pattern backs to a nonconstant steady state solution. But the mathematical behavior of the this process is not well understood yet. We speculate that the effect of the intrinsic growth rate of predators in the pattern formation of the predator-prey model is prevalent, which is worthwhile to explore.
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