Electronic Journal of Differential Equations, Vol. 2024 (2024), No. 71, pp. 1-12.
ISSN: 1072-6691. URL: https://ejde.math.txstate.edu, https://ejde.math.unt.edu
DOI: 10.58997/ejde.2024.71

CONSTRUCTION OF SOLUTIONS TO PDES USING
HOLOMORPHIC FUNCTIONS OF SEVERAL VARIABLES

VITALII SHPAKIVSKYI

ABSTRACT. The work develops Humbert’s method of solving PDEs. It applies
method for constructing solutions of the three-dimensional Laplace, Helmholtz,
and Poisson equations in the form of components of holomorphic functions of
several variables (complex and hypercomplex).

1. INTRODUCTION

In 1929, Humbert [3] proposed an original idea for constructing solutions of the
two-dimensional Laplace equation

U 90U

AU = =0. 1.1
2 ((I}7 y) o2 + 6y2 ( )
Namely, introducing the change of variables
u =+ 1y,
.y (1.2)
v =2 — 1y,

it is easy to verify that in the new variables u,v equation (|L.1]) takes the form
0*U B
oudv
The general solution of equation ([L.3)) is the function U = f(u)+ g(v), where f and
g are ”arbitrary” functions of their arguments from a certain class of functions.

The goal of Humbert was to generalize equation (|1.3]) to the spatial case. Thus,
he considers the equation

(1.3)

o3U
—F =0. 1.4
Oudvow (14)
By introducing the change of variables
u=x+y+z,
v=x+jy+j%z (1.5)

w=2x+ %y +jz,
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where {1, 7,52} is a basis of a commutative associative algebra such that j3 = 1,
Humbert arrives to the equation
BU  BU U 03U
ox3 * oy3 + 023 " 0z0ydz -
which he calls the spatial generalization of equation . Equation is usually

called Humbert’s equation.
Note that (1.4) has the general solution

U= F(u,v) + G(v,w) + H(w,u),

0, (1.6)

where F, G, H are “arbitrary” functions of their arguments from a certain class of
functions. In particular, a solution of (1.6]) is the function

Uy=Inu+Inv+Inw = Inuvw.

Since uwvw = a® + y3 + 2% — 3xyz, it follows that Uy = In(a® + y3 + 2% — 3ayz).

The dissertation by Devisme [2] is devoted to the study of the properties of
solutions (1.6). Also, and the function theory of the hypercomplex variable v =
x+jy+7%2 were considered by Rosculet [12]. He constructed a theory of monogenic
functions similar to the theory of analytic functions of a complex variable.

Our goal is to develop Humbert’s idea and make it suitable for a predetermined
PDEs. The main one the problem here is to choose a suitable algebra (in our case,
commutative and associative) and the appropriate substitution of type (1.2)), (L5).
The basic principles of algebra selection and suitable replacement of variables will
be demonstrated on the example of the three-dimensional Laplace, Helmholtz, and
Poisson equations.

2. CHANGE OF VARIABLES FOR A DIFFERENTIAL EQUATION IN THE REAL CASE

For simplicity, we study the equation in the three variables «x, y, z. In the domain
) C R® we consider the differential equation

( of of of o f

——, = s e — | = =n. 2.1

In this article, we use the notation g—i = fa, % = fay ctc.
One of the methods for solving equation ([2.1)) is as follows:

(1) for the given equation, we find such a change of variables so that the new
equation has a simpler form in the new coordinates;
(2) we solve the obtained equation in the new coordinates;
(3) we return to the solutions of given equation (2.1)).
Humbert used this approach in his reasoning, but, unlike the classical method,

he used the change of variables with values in a commutative associative algebra.
For equation ([2.1)) we define the change of variables

0 = p(z,y,2),
1/1:1/’(177%2)7 (22)
n=n(z,y,z2),

where the real functions ¢, ¥, n are defined in a domain ) and are continuously
differentiable in it with respect to x,y, z a sufficient number of times. Assume also
that @ is a domain and a function f : Q@ — R, where Q := {(p,9,n) € R3 :
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(z,y,2) € Q}, is continuously differentiable in @ with respect to ¢, 1, n a sufficient
number of times.

Now, with the assumptions on a real function f, let us write the first few formulas
for the transition from the variables x,y, z to the variables ¢, 1, n.

fx:fap@x+f¢7/}x+fn77wa (2~3)

foz = faptp@i + fwwd’i + fnnng + 2f¢w%1/1z + 2fgan$oznr (2 4)
+ wan'(/}:vna: + fgo‘Pa:a: + fwﬁm + fnnww s
fa:y = ftpcp‘ﬂ:c‘ﬂy + fwwwwwy + fnnnxny + fsm/)(‘ﬁy@[}x + @xwy)
+ f@n(@ynz + 90967724) + fd}ﬁ(qj}ynm =+ wzny) + fcp%ofcy + fdﬂ/}zy + fnnxy )

fraoz = Fopo s + Foputs + Fomml + 3F pvi 02l + 3f onmpatls + 3f oo 0o ta
+ 6 fopnatatle + 3foon i + 3fymWaty + 3fppntane + fooPanpa
+ fppVzate + fanNzate + fop(Patze + Paatn) + fon(Peee + Pran)
+ fon(Valloa + Vaalle) + ooz + folaz + follea

fraoy = FopoPaPy + FoupVaty + Fommany + Fowy (Wa0y + 202021y
+ fs@nn(ni@y + 202Ma7y) + fww(@i% + 2020apy) + fwwn(@iny
+ 2050y1) + foun(2¥enepy + 20un:y + 2000a1y)
+ Fumn (12 0y + 20202y) + Fiwm (Wny + 20am21y)
+ fgaq:‘Pa:x‘Py + fwwwm% + fnnnxxny
+ fou (Vaapy + Paathy) + fon(Nzapy + Caany)
+ fon(Nzatby + Yaatly) + foPyy + fetbyy + fanyy ;

foyz = JoppPaoy®z + foppalyVz + fannanyn:
+ fopp (Vatby @ + ©ythathz + ©atbyth2) + fonm(NayPz + Oyllanz + Canyn:)
+ foow(P20yVz + ©aypz + Pepythz) + foon(Py@ate
+ PallyPz + Papyz) + foun(P=thyne + Yaryp: + oynet.
+ Pany s + Qyhans + 0atynz) + fyun(Vy¥ene + Yany®s + Yathyn:)
+ Fomn(Manybz + bynantz + Lanynz) + fopPeyz + Fogptbey:
+ fomMeyz + fop Way @z + Paytz) + fon(May @z + Paynsz)
+ fyn(Meyz + Yeynz) + fopzz + fpthaz + fonaz

PART 1

Solutions of Laplace, Helmholtz, and Poisson equations in the form of
components of holomorphic functions of several complex variables.
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3. CHANGE OF VARIABLES IN A DIFFERENTIAL EQUATION IN THE COMPLEX CASE

Now let functions be complex-valued: ¢,1,n : & — C, @ C R?, and
the functions ¢, 1, n are continuously differentiable with respect to z,y,z in Q a
sufficient number of times. Suppose also that the function f : @ — C, where
Q = {(¢,%,n) € C*: (x,y,2) € N}. Now note that for the holomorphic function f
of three complex variables ¢, 1, n the formulas for the transition from the derivatives
by x,y, z to the derivatives by ¢, 1,7, which are given in section [2] remain valid.

By dividing the increment of the holomorphic function

Af(pth,m) = fo Do+ fulhib + fr 8 + o V/[A0P + [AUP + AP

on Az and passing to the limit as Ax — 0, we obtain equality . Taking into
that the holomorphic function has derivatives of all orders by all variables, which
are again holomorphic functions, we get the rest of the transition formulas. The
class of functions f : Q — C, holomorphic in the domain Q C C3, is denoted by

He(Q)-

4. SOLUTIONS OF THE LAPLACE EQUATION IN THE FORM OF COMPONENTS OF
HOLOMORPHIC FUNCTIONS OF THREE COMPLEX VARIABLES

We consider the Laplace equation
*f  0*f  0*f
A = — =0 4.1
Sf(x? Y, Z) axz + 8y2 622 ( )

in a domain Q C R3. For this, in equation we will make twice continuously
differentiable change of variables (2.2)). In this case, equation will turn into
a certain equation that we will solve in the class Hc(Q), where @ := {(p,v,7n) €
C3: (z,y,2) € Q}.

Let us transition to the new coordinates , using the transition formulas
(2.4). We have

Az f(2,y,2)

= foo (@2 + 05 + 02) + fyu (W2 + 05 +02) + fyn (2 + 15 + 1)
+ 2 fop (Patha + Oyty + ©202) + 2fon (Qanls + @yny + ©212) (4.2)
+ 2 fypn (Yane + Vyny + Vanz) + fo(Pzz + Qyy + ©22)
+ fo(Vaa + Yyy + V2z) + fy(New + Ny +122) = 0.

Now we need to choose the functions ¢, 1, n so that equation (4.2)) turns into an
equation that can be solved explicitly. Or, much better, let the equation turn into
an identity. For this purpose, let us consider the linear change of variables

p=a1x+bhy+az,
Y = asz + by + 22, (4.3)
n = aszx + b3y + c3z.
In this case, equation takes the form
Asf(@,y,2) = foplai + 7 + ) + fyp(ad + 03 + c3) + fyn(ag + 5 +c3)
+2fop(araz + biba + c1c2) + 2 fon(aias + bibs + cic3) (4.4)
+ 2 fyn(azas + babs + cac3) = 0.
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For equation (4.4) to turn into an identity, it is sufficient that the substitution
coefficients (4.3)) satisfy the system of equations

a? +bi+cf =0,

@2+ b+ =0,

a3 +b3+c3 =0,
ajaz + bibz + crc2 = 0,
ajagz + bibz + c1c3 = 0,
asas + babs + cac3 = 0.

Note that the system of equations (4.5)) does not have non-trivial solutions on the
set of real numbers. But this system has solutions on the set of complex numbers.
Thus, we have proved the following theorem.

Theorem 4.1. In the class Hc(Q) equation (4.1) is satisfied by the function
f(x,y,2) = Flaiz + by + 12, a2 + bay + c22, azx + bay + c32), (4.6)

(4.5)

where F' is an arbitrary holomorphic function of three compler variables in Q =

{(,h,m) € C3: (x,y,2) € Q}, ¢,,n are defined by equalities [4.3)), and the coef-
ficients ay, by, cr at k = 1,2,3, are arbitrary complex numbers that satisfy system

@3).

Note that the real and imaginary part of function (4.6] satisfies equation (4.1))
in the domain €.

5. SOLUTIONS OF THE HELMHOLTZ EQUATION IN THE FORM OF COMPONENTS
OF HOLOMORPHIC FUNCTIONS OF THREE COMPLEX VARIABLES

Consider the three-dimensional Helmholtz equation
o*f 0*f O0*f
As+ X)) flx,y,2) = —= + —2 +—=+Xf=0, \eC 5.1
in a domain Q C R3. For this, in equation (5.1]), we will replace variables (4.3)). In
this case, equation (5.1)) will turn into a certain equation that we will solve in the

class Hc(Q), where Q == {(p,%,n) € C?: (z,y,2) € Q}.
Under such assumptions in equation (|5.1]), we will move to new coordinates (4.3)).

Using equality 7 we have
Asf(,y,2) = foplal + 07 +c]) + fuy(ad + 05 +c3) + fun(a3 + b5 + c3)
+2fop(araz + biba + c1c2) + 2 fon(aras + bibs + cic3) (5.2)
+ 2 fyn(azas + babs + cac3) + N f=0.
On the coefficients ag, by, cx, k = 1,2, 3, we impose the following conditions
at + b7 +cf = N2,
a3 + b3 +c5 =0,
a3 +b3+c3 =0,
ajag + biby + c1co = 0,
ayaz + bibs + cie3 =0,

asag + babs + coc3 = 0.
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In this case, equation (5.2]) will turn into the equation

foe(@,,m) + fp,b,m) = 0. (5.4)
The general solution of equation ([5.4]) is the function

(e, 9, m) = (acosp + Bsing)G(Y,n),

where o, § are arbitrary complex constants, and G(¢, n) is an arbitrary holomorphic
function in Q2 == {(v,n) € C? : (z,y,2) € Q}. Thus, we have proved the following
theorem.

Theorem 5.1. In the class Hce(Q) equation (5.1)) is satisfied by the function

f(z,y,2) = (a cos(a1z + b1y + ¢12) + Bsin(a1z + by + clz)) (5.5)

X XG(agx + boy + caz,a3x + b3y + c32),

where G is an arbitrary holomorphic function in the domain Qs := {(x),n) € C?:
(x,y,2) € Q}, ¥, n are defined by equalities (4.3)), coefficients a, B are arbitrary com-
plex numbers, and numbers ay, by, ck for k =1,2,3, are arbitrary complex numbers,

which satisfy the system (5.3)).

Note that the system of equations does not have non-trivial solutions on the
set of real numbers, but this system has solutions on the set of complex numbers.

Note that the real and imaginary parts of function satisfy equation
in the domain Q.

6. SOLUTIONS OF POISSON EQUATION IN THE FORM OF COMPONENTS OF
HOLOMORPHIC FUNCTIONS OF THREE COMPLEX VARIABLES
Consider the three-dimensional Poisson equation
*f  *f  0*f
+ _|_ = X VA 6.1

in a domain Q C R3. For this, in equation (6.1)), we will replace variables (4.3). In
this case, equation (6.1) will turn into a certain equation that we will solve in the
class He(Q), where Q := {(p,¢,n) € C3 : (z,y,2) € Q}. The conditions for the
function g will be given below.
Under such assumptions in equation (6.1]), we will move to new coordinates (4.3)).
Using equality (4.4)), equation (6.1) takes the form
Foplal + b1 + ) + fup(a3 + 5+ c3) + fom (a5 + b3 + c3)
+ 2f¢¢(a1a2 + b1by + 0162) + 2f¢,n(a1a3 + b1bs + 01C3) (6.2)
+ 2 fyn(agas + babs + cac3) = g(p, ¥, ).
On the coefficients ag, by, cx, k = 1,2, 3, we impose the following conditions
ai + b3 +cf =1,
aZ + b2+ =0,
a3 +b3+c3 =0,
aias + b1bs 4+ c1co =0,
aias + blbg +cic3 = 0,

asag + babs + coc3 = 0.
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In this case, equation (6.2]) turns into the equation

fee(p,0,m) = glp,9,m). (6.4)
The general solution of equation ([6.4)) is the function

flo,,m) = //g(<p7w7n)ds0ds0+soh1(w,n) + ha2 (1, 1),

where hq, hy are arbitrary holomorphic functions in the domain Q9 := {(v,n) €
C2%: (z,y,2) € Q}. Thus, we have proved the following theorem.

Theorem 6.1. Let in equation (6.1) the function g(p,1,n) for some set of param-
eters (6.3) be a holomorphic in the domain Q = {(v,¥,n) € C3: (z,y,2) € Q}.
Then in the class He(Q) equation (6.1) is satisfied by the function

flp,v,m) = //Q(vavn)d@dW‘i"Phl(wﬂ?) + ha (3, n), (6.5)

where hy,hy are arbitrary holomorphic functions in the domain Qo = {(¢¥,n) €

C2%: (z,y,2) € Q}, ,%,n are defined by equalities ([A.3)), and coefficients ax, by, cx,
k=1,2,3, are determined by equalities (6.3)).

Note that the system of equations does not have non-trivial solutions on the
set of real numbers, but this system has solutions on the set of complex numbers.
Also note that the real and imaginary parts of function satisfy equation
in the domain 2.

PART 2

Solutions of the Laplace equation in the form of components of holomor-
phic functions of three hypercomplex variables.

7. HOLOMORPHIC FUNCTIONS OF THREE HYPERCOMPLEX VARIABLES

Now let functions take values in some commutative associative algebra A
over the field R or C, ie. ,9,n:Q — A, Q C R3. Let the functions ¢,%,n be
continuously differentiable in x, y, z in Q a sufficient number of times. Suppose that
the function f takes values in the algebra A: f: D — A, where D := {(¢,v,n) €
A3 (z,y,2) € Q}. Let us ask the question: under what conditions for the function
f do the formulas for the transition from the derivatives by x, y, z to the derivatives
by ¢, 1, n, which are given in section[2] For this, first of all, it is necessary to explain
how we will understand the derivative.

Definition 7.1. We say that the function f : D — A, D C A2, of three hyper-
complex variables p,1,n € A has a partial derivative with respect to the variable
@ in the domain D, if f is differentiable with respect to this variable in the sense of
Lorch [6] at each point of the domain D, i.e. if there exists an element of algebra
fo such that for an arbitrary € > 0 there exists ¢ > 0 such that for all h; € A with
[Ih1]] < & the inequality

||f(§0 + hla¢an) - f(‘Pﬂﬁﬂ?) - hlftp(@ad@”)” S ||h1H5

holds. The element f, is called the Lorch partial derivative of the function f with
respect to the variable .

Similar to the complex case [13, p. 270], we introduce the following definition.
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Definition 7.2. The function f : D — A, D C A3, of three hypercomplex vari-
ables p,9,n € A is called holomorphic in the domain D, if in this domain there
exist continuous Lorch partial derivatives f,, fy, f, and in D the increment of the
function Af := f(p + Ap, ¥ + A, n+ An) — f(p,1,n) is given in the form

Af = fo Mg+ o+ fodn +0 (VAP + RGP A7), (1)

where o(-) = 0 as Ap — 0, A) — 0,An — 0.

Remark 7.3. In equality we pass to the limit as Ap — 0, Ay — 0, Anp — 0.
It is obvious that in this case Af — 0. And this means that every holomorphic
function in the domain D C A3 is continuous in this domain.

It is obvious that every function holomorphic of three hypercomplex variables is
differentiable in the sense of Lorch with respect to each variable separately.

Note that all elementary functions of the three variables ¢, %,n € A are holo-
morphic.

Now we divide equality by Az and pass to the limit as Az — 0, we
obtain equality . To obtain PDEs faster, without resorting to the study of
the holomorphic functions theory, let us additionally assume that the functions f,,
fys fn are also holomorphic in D. Under this assumption, from equality we
immediately obtain equality .

The class of functions f : D — A, holomorphic in the domain D C A3 together
with Lorch partial derivatives f,, fy, f;, denote by H2 (D).

8. SOLUTIONS OF THE LAPLACE EQUATION IN THE FORM OF COMPONENTS OF
HOLOMORPHIC FUNCTIONS OF THREE HYPERCOMPLEX VARIABLES

In this section, we look for solutions of equation (4.1)) in a domain Q C R? using
the change of variables (4.3)) under the assumption that the coefficients ag, bx, cx at
k =1,2,3, are elements of some three-dimensional commutative associative algebra
over the field C. In this case, equation (4.1)) will turn into a certain equation that
we will solve in class H2 (D), where D := {(p,,n) € A3 : (z,y,2) € Q}.

So, in system (4.5) we put a3 =co =bs =e1,b1 =as =c3 =ea, 1 = by =ag =
e3, where e, eg, eg are basis elements of some algebra. That is,

p = xey + yes + zes,
b = zex +yes + ze1, (8.1)
17 = xes +yey + zea.

Then the first three equations of system (4.5)) are equivalent to one equation — this
is the condition of harmonicity of vectors (see [4} [10]):

2,2, 2
el +e;+e3=0.

If we consider e; = 1 as a unit of algebra, then the fourth, fifth and sixth equations
of system (4.5 are equivalent to one condition:

€9€3 — —€9 — €3. (82)

Our problem was reduced to finding a three-dimensional (though not necessarily
three-dimensional) harmonic algebra with multiplication condition (8.2)).



EJDE-2024/71 SOLUTIONS TO PDES USING HOLOMORPHIC FUNCTIONS 9

In [I], a multiplication table of all harmonic bases for e; = 1 in three-dimensional
algebras was obtained:

e2 = (p(p+t) Fmy/—1— (p—|—t)2)61 + (m:l: -1 - (p—l—t)Q)eQ + pes,
eqe3 = (— m(p+1t) Fpy/—-1-— (p—l—t)2)el + tes + mes,
e = <717p(p+t)j:m\/flf (p+t)2)61

4—(—7714E —1—(p+t)2>ez—p€3,

(8.3)

where m,t,p are arbitrary complex numbers, and in double signs F, &+, either
upper or lower signs are taken simultaneously. Thus, condition (8.2 leads us to the
equalities t = m = —1 and to the equation

(p—1)Fpy-1-(p—-1)2=0.

The solutions of the above equation are numbers p = % + @z By substituting the
obtained values of p and ¢t = m = —1, we obtain two families of harmonic bases.
The first family of harmonic bases is multiplied by the following multiplication
rules:

1, V3 1, V3 1, V3
SR AY IR A -+ ¥y
( 5 5 1)er + ( 5 5 Z)€2+(2 5 i)es,

€9€3 = —€2 — €3, (84)
13 1 V3 13,

e = (—5 ¥ 71')61 + (5 ¥ 71')62 + (—5 + 71)637

and the second family multiplies as follows:

€2 = (—§ F ?i)el + (—§ F éi)ez + (1 + @i)esa

€

2 2 2 2 2
€263 = —€2 — €3, (8.5)
1, V3. 3, V3. 1 V3.
e?,) = (5 ZIZ 72)61 —+ (5 Zl: 71)62 —+ (—5 :F 7@)63,

where in double signs F, +, either upper or lower signs are taken simultaneously.
Thus, we have proved the following theorem.

Theorem 8.1. In the class H2 (D), equation ([4.1)) is satisfied by the function
f(z,y,2) = F(zer + yez + ze3, wea + yes + zeq, zez + yer + zez), (8.6)

where F is an arbitrary holomorphic function in D = {(p,1,n) € A3 : (x,y,2) €
O}, p,,n are defined by equalities (8.1)), and the vectors ey, eq, e3 are defined by
equalities (8.4) and (8.5).

If we consider that function depends only of one variable xe;+yes+zes, then
the solution f = F(ze;+yes+zes) will be satisfy equation due to the condition
of harmonicity of vectors eq, ea, e3. Solutions of the form f = F(xe; + yes + ze3)
are studied in works [7, 1T} [9] [§].

Since the Laplace equation (4.1)) is linear, all real-valued components of function
are solutions of equation
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9. EXAMPLE

Let us show how some harmonic functions are presented in form . For this,
consider, for example, homogeneous linearly independent harmonic polynomials of
the third degree. It is known that there are 7 of them. Let us denote

Uy =12 —32%y, Uy :=2>—3y°2, Us:=2a3—3y°z, Us:=2>—32%x,
Us = y3 — 3x2y, Us .= 23— ngz, Ur = xyz.

In the notation (8.1)) we have:
1 24
o ( e3 + 1) 773 }7
V3 V3

=Re{
1( 2263 fz+1f\/§)<p3},
(-1
(-

;U

\ \
/—"\

V3

Us = Re 3< 1—25(;;“)@3}
ref 5 (- 1)
{;3 jjﬁf i+1-Va)e'h,
U(;:Re{%(—lilji/g—kl)w?’}.

10. NECESSARY AND SUFFICIENT CONDITIONS FOR THE HOLOMORPHICITY OF A
FUNCTION IN AN ALGEBRA

Theorem 10.1. For the function f : D — A to be holomorphic in the domain
D C A? it is necessary and sufficient that the function f be a differentiable function
of three real variables in the domain Q = {(z,y,2) € R3 : (p,,n) € D}, where
x,y, 2z are related to @, P, n by equalities , and that the following conditions be
fulfilled:

fo= f«pel + fw62 + fn63 s

fy = foez2 + fyes + frer, (10.1)
f.= fapeb’ + f'(/)el + fn€2 .

Proof. Necessity. Let the function f be holomorphic. Then the equality (7.1]) will
be rewritten in the form

Af = f(Azes + Ayes + Azes) + fu(Azey + Ayes + Azey)
+ fo(Des + Ayer + Azes) + o VAR + A2 + [An]?)
= (foe1 + fypea + fres)Ax + (foea + fypes + fre1)Ay
+ (foes + fuer + fae2) Az + o( VB /(B2 + (Ay)? + (B2)?).

Equality (10.2) means that the function f is differentiable as a function of three
real variables z,y, z, and the conditions (10.1)) are fulfilled.

Sufficiency. Since the function f is differentiable then the equality
Af = [t Ayt Az +o(VE-BRP § (AP (AP)  (103)

(10.2)
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holds. We will substitute relation ([10.1)) into equality (10.3), and we have
Af = (fg,el + fweg + f17€3)A1) + (ﬁpeg + fd,eg =+ f,]el)Ay
+ (foes + fuer + frea) Az + 0<\/§' V(Az)2 + (Ay)2 + (Az)z)

= Folg+ fu 280 + Fy 8+ oV TAGI + TAUIP + TAn]P).

O

Equalities (|10.1) are analogs of the Cauchy-Riemann conditions. Let us trans-
form these equalities. We multiply the first equality with by e; and add to
the second equality multiplied by e; and add to the third equality multiplied by e3.
At the same time we get equality

fze1 +fye2 + fze3 =0.

Similarly, multiplying equalities (10.1) respectively by es,es,e; and adding the
resulting expressions, we will have

face2 +fye3 +fzel =0.

Finally, multiplying equalities (10.1)) respectively by es,e1,es and adding the re-
sulting expressions, we obtain

fzes + fye1 + foea = 0.
So the consequence of conditions is the conditions
Jze1 + fye2 + fre3 =0,
fzea + fyes + f.e1 =0, (10.4)
fees + fyer + fze2 = 0.

That is, the holomorphic function of three hypercomplex variables ¢, 1, n necessar-
ily is hyperholomorphic (see, for example, [5]) for each variable separately.
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