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UNIFORMLY CONTINUOUS SEMIGROUPS OF SUBLINEAR TRANSITION
OPERATORS

ALEXANDER ERREYGERS

ABSTRACT. In this work we investigate uniformly continuous semigroups of sublinear transition
operators on the Banach space of bounded real-valued functions on some countable set. We
show how such a semigroup can be retrieved as the solution to an abstract Cauchy problem
by showing that it is equal to the family of exponentials generated by a so-called bounded
sublinear rate operator. We also show that given any bounded sublinear rate operator, the
family of corresponding exponentials forms such a semigroup.

1. INTRODUCTION AND MAIN RESULT

It is well-known—see for example [I1, Theorem VIII.1.2] or [12, Theorem 3.7]—that a semi-
group (S¢)ier., of bounded linear operators on some Banach space B is uniformly continuous—
that is, continuous with respect to the operator norm—if and only if there is some bounded linear
operator A such that
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whenever this is the case, this generator A is
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and the semigroup (etA)teRZO is the unique solution to the abstract Cauchy problem

Ss — S
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While we cannot imagine that this result has never been generalised to nonlinear operators, I
haven’t been able to surface a reference where this is done. Instead, most of the work on nonlinear
operators seems to be focused on strongly continuous semigroups [I, [7, 22] 23].

In contrast, this work thoroughly investigates uniformly continuous semigroups of nonlinear
operators, albeit only semigroups of so-called sublinear transition operators on Cy,(X’), with X a
countable set equipped with the discrete metric. The main results in this work are the following.
First, Theorem [3.1|establishes that if a ‘sublinear rate operator’ Q: Cp,(X) — Cp,(X)—a nonlinear
generalisation of the notion of a (linear) rate operator which can be thought of as the upper
envelope of a uniformly bounded set of rate operators—is bounded, then

e!Q = lim (I + %Q)n

n—-+oo
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2 A. ERREYGERS EJDE-2025/122
is well-defined for all ¢t € R>¢, and (etQ)teRZU forms a uniformly continuous semigroup of sublinear
transition operators [Proposition that satisfies the abstract Cauchy problem [Proposition [3.6]

lim Ss =5

s—t §—1

= QSt for all t € Rzm So=1.

Conversely, Theorem tells us that any uniformly continuous semigroup of sublinear transition
operators is generated by a bounded sublinear rate operator Q. For finite state spaces X this was
already shown by De Bock [8, Propositions 8 and 10] and myself [I3] Theorem 3.75], but in this
work X is only assumed to be countable.

These results are important because semigroups of sublinear transition operators are crucial to
the construction of sublinear (or imprecise) Markov processes [211, [0l 25] 241 141 [3T], which recently
have received quite some attention in the fields of imprecise probabilities [34, 2] and robust
mathematical finance [27]. In the present context, it suffices to understand that a sublinear Markov
process is constructed from an initial sublinear expectation Ey and a semigroup of sublinear
transition operators (Tt)teR>o, much like how a Markov process is constructed from an initial
distribution v and a Markov semigroup (T;)¢cr., [L7, Chapter 4, Theorem 1.1 & Proposition 1.6].
Obviously, the sublinear rate operator Q is to the sublinear transition operators (T;);cgr., what
the (linear) rate operator Q is to the Markov semigroup (T;)¢cr.,: it simplifies the specification
considerably. -

1.1. Structure. The remainder of this article is structured as follows. In Section |2 we (i) intro-
duce the Banach space of bounded (nonlinear) operators on 4; (ii) introduce the semigroups we
are interested in; and (iii) establish some convenient properties of sublinear transition and rate
operators. Section [3| examines how we can go from a sublinear rate operator to a (family of)
sublinear transition operator(s), and investigates the properties of the resulting family (e'Q);cg- .
Section [4] deals with the other implication: there we start from a uniformly continuous sublinear
transition semigroup and show that it must be generated by a bounded sublinear rate operator.
Finally, Section [5| relates the present approach to similar existing ones in the setting of convex
monotone semigroups, most notably Nendel’s [25].

2. OPERATORS AND SEMIGROUPS

Throughout the paper, we let X be a countable set, and we denote the linear vector space
of bounded real-valued maps on X by £ = Cp(X), which is well-known to be a Banach space
under the supremum norm ||-||s. The bounded real-valued functions on X include the indicator
functions: for any subset X of X, the corresponding indicator Iy € 28 maps x € X tolifz € X
and to 0 otherwise; for any x € X', we shorten I,) to I,.

An operator, then, is a (possibly nonlinear) map from 2 to %; let O denote the set of operators.
One example of an operator is the identity operator I, which maps any f € £ to itself. The identity
operator I is not the only special operator that we will need: another important one is the zero
operator O, which maps any f € % to the zero function 0—here and in the remainder, for any
constant a € R we write « for the function ally. It will also be convenient to construct new
operators through addition and scaling of operators, which are defined in the obvious pointwise
manner. Composition of operators will also be essential: for any two operators A, B, we let

AB: B — B: f — A(Bf).

2.1. Banach space of bounded operators. It is customary—see for example [22] Chapter 3]—
to call a (possibly nonlinear) operator A € O Lipschitz if

[Af — Agllos

80y = s {5

L f.9€ B S #9} < +oo;
we collect all Lipschitz operators in

DL:{AGDJMMm<+w}
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It is easy to see that ||-||Lip is & seminorm on the real vector space Or,, and that the derived
function
[l On = Rxo: A= [[AflL = [|AO]|oc + [|A]Lip
is anorm on O, such that (O, ||-|r.) is a Banach space [22, Lemma II1.2.1 and Proposition II1.2.1].
While we will deal with Lipschitz operators, the set 91, of Lipschitz operators is not the most
convenient for our purposes. As will become clear, it is more convenient to consider the set of
bounded operators, where a (possibly nonlinear) operator A € O is bounded if

Al = sup{ ”HLOO 1 fEBf A0} < 40 (2.1)

We collect all bounded operators in 9y,. Note that the identity operator is bounded because clearly
HIHS =1

Similar to how the Lipschitz seminorm |-||ip gave rise to a norm ||-||;, on the set of Lipschitz
operators 9y, this seminorm || - ||s gives rise to a norm on the set Oy, of bounded operators. The
interested reader can find the proof of the following result, as well as some additional results and
observations, in Section [f]

Proposition 2.1. The space space Oy of bounded operators is a Banach space when equipped with
the norm
-1l Ob = Rxo: A = [|AO]|oo + [|A]fs.
Furthermore, for any two bounded operators A, B € Oy, their composition AB is bounded as well,
with
[AB|lb < [Allb[IB]b- (2.2)

We will be almost exclusively concerned with two types of operators: sublinear transition
operators and sublinear rate operators.

2.2. Sublinear transition operators. Sublinear transition operators, which generalise the no-
tion of transition operators [35, Chapter 9] (sometimes also called stochastic/transition matrices),
go back to De Cooman & Hermans [5], Section 8], but they also go by other names; Denk et al. [9]
Definition 5.1], for example, call them sublinear kernels.

Definition 2.2. A sublinear transition operator T is an operator such that
T1. T(\f) = NTf for all f € B and X € Rxg;
T2. T(f +9) < Tf+Tg for all f,g € B;
T3. Tf <supf for all f € B.

A transition operator is a sublinear transition operator that is linear.

The three axioms for sublinear transition operators T ensure that for all z € X, the correspond-

ing component functional
[T)(z): B—R: f—[Tf](z)

is a coherent upper prevision/expectation in Walley’s [34], Section 2.3.5] sense—see also [32]—or a
sublinear expectation in that of Peng [27, Definition 1.1.1]. Hence, it follows from the well-known
properties of coherent upper previsions—see for example [34] Section 2.6.1] or [32, Theorem 4.13]—
that for any sublinear transition operator T,

T4. Tf < Tg for all f,g € % such that f < g;

T5. T(f +u) =pu+Tf forall f € B and p€R;

T6. T = p for all u € Rx;

T7. —T(—f) <Tf for all f € %;

T8. [ Tf]lcc < || flloo for all f € B;

T9. |Tf = Tglloo < ||f — glloo for all f»g €A

It follows immediately from [(T9) - . (T8)| and |('T6) [for i =1 and g = 0—that for any

sublinear transition operator T,
T10. [[Tfuip = [[Tle = 15
TiL. |Tf» = Tfs = 1.
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Since T is bounded and Lipschitz, we know from Lemma that
T12. |TA — TB||y < ||A — BJ|p for all bounded operators A, B € Oy,.

Rather than in a single sublinear transition operators, we’ll be interested in a ‘ semigroup’ of
them. Semigroups of general operators have been investigated thoroughly [20] 4] 26, 23], [T], T2} [7].

Definition 2.3. A semigroup is a family (Si)ier., of operators such that

SG1. Sspt = SsS¢ for all s,t € R>g;
SG2. Sp =1

As we will be exclusively concerned with semigroups (T;)icr., of sublinear transition opera-
tors, we'll briefly call these sublinear transition semigroups; in this context, the semigroup prop-
erty is often called the ‘Chapman—Kolmogorov equation.’

It is customary to consider semigroups that are continuous in some sense. The most common
notion of continuity is that of ‘strong continuity’, which means that

lin%sz:Stf for all t € R>q, f € A.
S— -
However, in this work we’ll work with a more restrictive notion of continuity that is known as

‘uniform continuity’—curiously enough, and as mentioned in the Introduction, I haven’t been able
to surface existing work where this notion is used in the context of nonlinear operators.

Definition 2.4. A semigroup (St)ier., of bounded operators is said to be uniformly continuous
if

limS; =S;  for allt € R>y.

s—t -

The following result regarding uniform continuity is fairly standard.

Lemma 2.5. A semigroup (Si)ier., of bounded operators is uniformly continuous if and only if
limA\o SA =1

Proof. The condition in the statement is clearly necessary for uniform continuity, so we only
need to show that it’s sufficient as well: for all ¢ € R>(, we need to show that it implies that
lim,_,; Sg = S¢. So fix some ¢t € R>(. For the right-sided limit, note that for all s € R>( such that

s >t and with A := s —t, it follows from and that
1S5 = Stllb = [ISaSe = Sells = [[(Sa = DSellb < [Sa = Ifu[ISelb-
For the left-sided limit, a similar argument but with s < ¢ and A =t — s shows that
1Ss = Stllb = [ISs = SaSsllb = [(T=5a)Sslb < [ISa = I[u[ISs]lb-
This inequality suffices once we’ve verified that there are some M,w € R>( such that
[ISs]lp < Me**  for all s € Rxo,

and we can do so with the following standard argument—see, for example, Proposition 5.5 in [12].
As lima~ o Sa =1, there is some 6 € Rso and M € [1,4o00[ such that sup{[|Sallp: A < 0} < M.
If we let w == %lnM, then for all s € Rsq, and with n € N such that s/n < 4,

HSs”b < ”Sﬁ {)z < M” = Me(nfl)lnlw _ Me(nfl)éw < Mes«. 0O

2.3. Sublinear rate operators. Sublinear rate operators go back to Skulj [33 Section 2.5]—see
also [8, Definition 5] or [24, Definition 2.1 and Theorem 2.5]. They generalize the notion of rate
(or intensity) matrices/operators by dropping the requirement of linearity in favour of that of
sublinearity.

Definition 2.6. A sublinear rate operator Q is an operator such that
Q1. QAf) = XQf for all f € % and A € Rxg;

Q2. Q(f+9) <Qf + Qg for all f,g € %;
Q3. @zOforallueR;

Q4. [Qf](z) <0 for all f € B and x € X such that sup f = f(z) > 0.

A rate operator is a sublinear rate operator that is linear.
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Axiom is known as the positive mazimum pm’ncz’pleﬂ A trivial example of a sublinear rate
operator is the zero operator O. o
It is not difficult to show that for any sublinear rate operator Q,

Q5. Q(f+u)=Qf for all f € B and p € R;
Q6. —Q(—f) < Qf for all f € %;

Q7. [QL;](z) <0 for all z € X.

Proof. For|(Q5) we simply repeat De Bock’s proof for [8, R6]: it follows from subadditivity
and |(Q3)| that
QUf +1) < Q) +QW) =Q(f) =Q(f + 1 —p) <Q(f + 1) + Q(=n) = Q(f + p).
For observe that due to and subadditivity [(Q2)]
0=Q(f - f) <Qf + Q1)
Property |(Q7)| follows immediately from the positive maximum principle for f=1,. O

With a bit more work, we obtain the following simple yet important expression for the operator
seminorm of a sublinear rate operator; this result generalizes Proposition 4 in [15] to the countable-
state case, but the proof here differs quite a bit from the one there.

Proposition 2.7. For any sublinear rate operator Q,
1Qlls = 2sup{[Q(1 — I,)](z): z € X} = sup{[Q(1 — 2I,)](x): z € X}.
Proof. For all z € X, it follows from positive homogeneity [(Q1)] and [(Q5)| that

2[Q(1 = Ip)](z) = [Q(2 — 2L)](z) = [Q(1 — 2L)] ().
Since the supremum is positively homogeneous, this proves the second equality in the statement.
For the first equality in the statement, it follows from (6.1) that since Q is positively homoge-
neous,

1Qlls = sup{[[Qf oo f € . [|flloc =1} = sup{I[Qf](2)I: f € &, |floc =Lz € X}.  (23)
Next, observe that for all z € X, it follows from the sublinearity of Q and that

0=[Q1(z) <[Q(1 - 2L,)](z) + 2[QL](z) < [Q(1 - 2L,)] ().
Because ||1 — 2|l = 1, it follows from all this that

1Qlls > sup{[Q(1 — 2L,)](z): € X} = 2sup{[Q(1 — L,)](x): z € X}.

In the remainder of this proof, we set out to show that
1Qlls < 2sup{[Q(1 ~ L,)](2): = € X}, (2.4)

since the previous two inequalities imply the first equality in the statement.
Fix any g € # with ||g]| = 1 and any = € X, and observe that

[Qg](z) = [Q(g — inf g)](z)
due to|(Q5)l Let h:=g—infg >0 and a := sup h, and note that h(z) > 0 and 0 < a < 2||g|[« =
2—the latter because a = sup g — inf g. Moreover, let h, == h — (1 — I,) — h(2)I,. Since Q is
sublinear,

[Qhl(2) = [Q(hy + a(l — L) + h(z)L,)] ()
Qh](2) + o[Q(1 = L)](x) + h(2)[QL] ().
As hy < 0 and suph, = 0 = ﬁz(x) by construction, it follows from the positive maximum

principle |(Q4)] that [Qh.](z) < 0; since furthermore [QI,](x) < 0 due to and o < 2 and
h(z) > 0 by construction, we conclude that

[Qg](x)

<

[Qgl(z) < o[Q(1 — Io)](=) < 2[Q(L — L)) (). (2.5)

LAfter [6l Section 1.2], see also [I7, Chapter 4, Section 2] or [28] Lemma II1.6.8].
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For all f € # with ||f|lcc = 1 and z € X, it follow from (2.5)) (once for ¢ = —f and once for
g=f)and that

—2[Q(1 - L)(z) < —[Q(=N)(=) < [Qf](z) < 2[Q(1 - L)](z).
Together with , this implies the inequality in . O

One way to obtain a sublinear rate operator that is particularly relevant in applications—see
for example [16], B0]—is as the upper envelope over some set of candidate rate operators. We refer
the interested reader to Section [7] for a discussion of this approach.

2.4. From sublinear transition operator to bounded sublinear rate operator and back
again. Rather than through the upper envelope of a bounded set of rate operators, one can
also obtain a sublinear rate operators from a sublinear transition operator. The following result
generalises De Bock’s [§] Proposition 5 from the setting of finite X’ to that of countable X.

Lemma 2.8. Let T be a sublinear transition operator, and fix some strictly positive real num-
ber A € Rug. Then the operator Q := A\(T — 1) is a bounded sublinear rate operator.

Proof. Note that Q is a bounded operator because Oy, is a real vector space and Q is defined as a
linear combination of bounded operators. That Q is sublinear—that is, satisfies and
follows immediately from the sublinearity of T and the linearity of I. That Q maps constants to
zero—so satisfies follows from the fact that T and I are constant preserving . Finally,
it is obvious that Q satisfies the positive maximum principle due to for all f € & and
x € X such that f(z) =sup f >0,

[QfI(x) = M([Tf)(z) — f(2)) < Alsup f — f(x)) =0. U

We can also go the other way around as in Lemma [2.8; a suitable linear combination of the
identity operator and a bounded sublinear transition operator gives a (automatically bounded)
sublinear rate operator. The next result formalises this, and in doing so generalises De Bock’s [§]
Proposition 5—or the slightly improved version in [I3, Lemma 3.72]—to the present, more general
setting.

Lemma 2.9. For any bounded sublinear rate operator Q and any A € Rx¢ such that AlQ]ly < 2,
T : =14 AQ is a sublinear transition operator.

Proof. That T is a (bounded) sublinear operator—so an operator that satisfies and
follows immediately from the fact that I and Q are sublinear bounded operators and that Oy, is

a real linear space, so it remains for us to verify that T satisfies To this end, we fix some
x € X and f € #. Then it follows from |[(Q5)| that

[Tfl(z) = f(z) + AlQf](z) = f(z) + A[Q(f — f(2))]().
With f, = f — f(z), @ :=sup f, =sup f — f(z) > 0 and fo = fo— a1 —1,), it follows from this
and the sublinearity of Q that
[Tfl(z) = f(2) + AQf)(2) = f(2) + AQ(f2 + a(1 — L))](2)
< f(@) + AQf.)(z) + aAQ(L — L)](w).
Since fz < 0 and sup fx =0= f »(2) by construction, the positive maximum principle tells
us that [Qf,](z) <0, and therefore

[Tf](z) < f(x) + @A[Q(1 - L)] ().
From and Proposition [2.7| we know that [Q(1 — I,)](z) < ||Ql/2, whence

[Tf)(2) < f(z) + a%@la

Since A||Ql|;, < 2 by the assumptions in the statement and o = sup f, = sup f — f(x) by definition,
we conclude that

[Tf](z) < f(x)+sup f — f(z) <sup f,
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which is what we needed to prove. O

When combined with the previous lemma can be used to show that any bounded sub-
linear rate operator is Lipschitz, which is already known to be true in case X is finite [§, (R11)
and (R12)]. This Lipschitz property will come in handy further on, which is why we establish it
formally here.

Proposition 2.10. Consider a bounded sublinear rate operator Q. Then
Q8. |Qf = Qql| . < IQlbllf = gllos for all f.g € #; and
Q9. [QA-TQB|| < [QlullA Bl for all A,B € Oy,

Proof. Since the two properties in the statement are trivial if 1QIlr =0 < Q = 0, we assume
without loss of generality that ||Q]l, > 0. For we fix some f, g € #. Then with A :==2/||Q||v,

[Qf ~ Qlloe = £ 1AQS ~ AQgllc < £+ AQ)S — (14 AQ)gloe + £ I1F ~ o

Now we know from Lemma that I+ AQ is a sublinear transition operator, so it follows from
the previous inequality and |(T11)[ that

1Qf ~ Qolleo < 211f — glloo = QU] — gllc.

which is the inequality we were after.

Property follows immediately from |(Q8)|due to Lemma d

3. SUBLINEAR TRANSITION SEMIGROUP GENERATED BY A BOUNDED SUBLINEAR RATE
OPERATOR

Now that we have gone over the preliminaries, it is time to get going on our first goal: define the
operator exponential of a bounded rate operator through a Cauchy sequence of sublinear transition
operators. After doing so in Section [3.1] we show that the family of operator exponentials is the
solution to an abstract Cauchy problem in Section [3.2

3.1. Exponential of a bounded sublinear rate operator. We will follow the path outlined
by Krak et al. [21] Section 7.3] for the case of a finite state space, who took inspiration from earlier
work by De Bock [§] and Skulj [33]. The crucial idea is to combine Lemma [2.9[ with the following
observation: for any two sublinear transition operators S and T, their composition ST is again
a sublinear transition operator. Henceforth, we will use this basic observation implicitly in order
not to unnecessarily repeat ourselves. The combination of these two results leads to the following
key result; it generalizes Corollary 7.10 in [21], but goes back to well-known ideas in the theory of
(nonlinear) operator semigroups [4]—see also [I Section III.1.2] or [29, Sections 30.18 to 30.28].

Theorem 3.1. Consider a bounded sublinear rate operator Q, and fix some t € R>g. Then the
sequence ((I+ %Q)”)neN of bounded operators is Cauchy, and its limit

_ t_\n
e!Q = lim (I + —Q)
n—-+oo n

is a sublinear transition operator.

To prove this result, we will rely on two intermediary results which generalise Lemmas E.4 and
E.5 in [21], respectively; the proofs of these generalized results follow the proofs of the originals
closely, whence I have relegated them to Section

Lemma 3.2. Consider some n € N and some sublinear transition operators T1, ..., T,, and Sy,

.., Sn. Then
HTI Tu =518, b = ;HT’C _ngb'
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Lemma 3.3. Consider a bounded sublinear rate operator Q. Then for all A € Rsq such that
AlQ|lb £2 and £ € N,

|(1+20) ~a+ 2| <22

Proof for Theorem[3.1 The statement holds trivially for ¢ = 0, so without loss of generality we
may assume that ¢t > 0. Fix some n, m € N such that ¢||Q|l, < 2min{n, m}. Then by the triangle

inequality,
[+ 72)" - 1+ 29)"
t\m t \nm t \nm t_\m
<[ 50 - (@) ], + [0 ) - (1 59)

Now since t||Q[|» < 2n < 2nm, it follows from Lemma Lemma (with T, = (I+ £Q) and
Sk = I+ --Q)™) and Lemma [3.3| (with A = £ and ¢ = m) that

t—\" t —\nm t — t —_\m
[0+ 50) - (+50) = (1 59) - (14 259) |
n nm b n nm b
t\2,~ 2
< —
<n(H)’Ial
1.
= —t2]|Q||2.
~2[ql?
A similar argument shows that
t —\m t —_\nm 1 o
[+ Q)" - (1+ Q)| <,
m nm b~ m

and therefore

t\" t——\™ 1 1 —

(0 59) - 0+ 20) |, = G+ ) e

n m b n.m

From this, we infer that ((I+ £Q)™),en is a Cauchy sequence.
Since (O, || [|) is a Banach space [Proposition [2.1], this Cauchy sequence converges to a limit
_ t_\n
Q= lim (1 n —Q)
n—-+oo n

in Oy,. That this limit ¢'Q is a sublinear transition operator follows from its definition as the limit
of (I+£Q)™)nen because (i) we know from Lemma that for sufficiently large n, (I+£Q) and
therefore (I+ £Q)™ is a sublinear transition operator; and (ii) the axioms |(T1)H(T3)| of sublinear
transition operators are preserved under limits. O

With Q a bounded sublinear rate operator and t € R>o, we call e'Q the operator exponential
of tQ because its defining limit expression mirrors one of the many limit expressions for the
exponential of a real number or bounded linear operator . It is quite peculiar that we obtain
Euler’s limit expression, though, as it is not commonly used in the theory of (nonlinear) semigroups.
In contrast, the limit expression that is usually encountered for the exponential of an operator A
is—see, for example, [20, Theorem 11.3.2], [23] Chapter 4], [36, Chapter IX] or [29 Section 30.28]—
of the form

et = lim (I— lA) n,

n—-+oo n
which of course requires that the inverse of the operator on the right hand side is well defined for
sufficiently large n. Note, also, that usually this definition is done pointwise, so through a limit
in the ¢ original’ Banach space (here %) instead of through a limit in a suitable Banach space
of operators (here Dy,). One notable exception is the setting of semigroups of convex monotone
operators [10} [19] 2], where the Euler expression—or, more generally, a Chernoff-like expression—
is also used, but in the functional space (here %) rather than the operator space; see also Section
further on.
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3.2. The exponential family. Theorem gives us a family (e!Q);cg., of sublinear transition
operators starting from a bounded sublinear rate operator. As the motivation for this work is
to use this family to construct a sublinear Markov process—see [I4] for more details—we are
particularly interested in whether this family forms a semigroup. The following result establishes
that, quite nicely, this is always the case; the proof uses fairly standard arguments—see for example
Theorem 2.5.3 in [4].

Proposition 3.4. Consider a bounded sublinear rate operator Q. Then (etQ)teRzo is a uniformly
continuous sublinear transition semigroup.

Our proof for Proposition [3.4] makes use of the following continuity result, which will come in
handy further on as well.

Lemma 3.5. Consider a bounded sublinear rate operator Q. Then for all s,t € R>o,

Consequently, the function eQ: R — Op:t— etQ s Lipschitz continuous.

@ — e < ls— 1l Q-

Proof. Fix some s,t € R>( and observe that for all n € N,
— —_\"Nn — t—\"
‘ esQ — (I + EQ) etQ — (I + fQ)
n n
S—\"n t— n
+(@+59) -0+ 59,
n n b

For the last term, it follows from Lemmas and that for all n € N such that t||Q]|,/2 < n
and 5[|Qlv/2 < n,

[(1+2Q)" = (t+-Q)"|, <#||(1+2Q) - (1+ -Q) |, =15~ i@

By Theorem the inequality in the statement now follows from all this by taking the limit for
n — +oo in the first inequality of this proof. O

A= 5
-

|
b

b

Proof of Proposition[3.]} As the argument is a standard one, we only provide a sketch. First, it
follows from Theorem and some simple manipulations that

e = ()" for all t € Rsg,n € N, (3.1)
from which it follows that for all p,q € Q>0, and with ny,nq € Z>¢ and d € N such that p =n,/d
and ¢ = n,/d,

erAer® = (ed2)™ (e49)" = (e49)™ T = 0, (32
Because the function e'Q: R>o = Op:t — e'Q is Lipschitz continuous [Lemma and Q>q is
dense in Ry, this equation extends to Rx. g

Let us investigate the function
6'62 RZO — Db: t— eté,
with Q a bounded sublinear rate operator, a bit more. We already know from Lemma that
this function is (Lipschitz) continuous. The natural follow up question, then—at least to me—is
whether this function €@ is differentiable. The following result answers this question positively;

in doing so, it generalizes Proposition 7.15 in [21] and Proposition 9 in [8] from the setting of finite
state spaces to countable ones.
Proposition 3.6. Consider a bounded sublinear rate operator Q. Then
esQ _ 6t6 I
lim ——— = Qe!Q  for all t € Rxy,
s—t s—1t =

where for t = 0 we only take the right-sided limit.
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Proof. Let us prove an intermediary result first. Fix some A € R+ such that A||Ql;, < 2. Then
for all n € N,
AQ_T 1
e
1“5 -l

A
1. g Aepi 1. A, _

Sefe g 2 S+ 2Q)" = 1+ AQ)|b.

e~ (14 29"y + 10+ 29" - 1+ A

From Theorem and Lemma taking the limit superior for n — 400 gives us that

eAQ I+ AQ)Hb

IN

AT —9
HT - QHb < A[Qlf5- (3-3)
For the right-sided limit, we fix some s € R>o with s > ¢. Using the semigroup property
of e’ @ [Proposition , we find with A := s — ¢ that
=

Q_elQ __ - AT\ = A1
—— = H(T - Q>€tQHb <|l=—x—-Ql

where for the inequality we used (2.2)) and Since ({3.3)) holds for sufficiently small A, we
conclude from this that

sQ_ tQ I
lim & — %" — Qe
s\t s—t
The proof for the left-sided limit is similar—we need one extra step in the argument—and
therefore omitted. O

From Lemma and Propositions and we know that e'@ belongs to C1(R>g, O,), and
that it is a solution of the abstract Cauchy problem
. Ss - st
lim
s—t s —1t1

Even more, because the bounded rate operator Q is Lipschitz [Proposition [2.10], it follows from the

= QSt for all t € Rzo, So =1

Cauchy-Lipschitz Theorem—see for example Theorem 7.3 in [3]—that e'© is the unique solution
(in C'(R>¢, Op)) to this abstract Cauchy problem. Our construction of the solution to this abstract
Cauchy problem through an FEuler-style limit expression differs from the construction by means of
Picard iterates typically used in the proof of the Cauchy—Lipschitz Theorem; the benefit of using
the Euler approximations (I—i—%Q)” is that they are guaranteed to be sublinear transition operators
for sufficiently large n [by Lemma , while it’s not easy to see—at least not to me—that the
Picard iterates converge to a sublinear transition operator.

4. UNIFORMLY CONTINUOUS SUBLINEAR TRANSITION SEMIGROUPS

The question now arises whether the converse of the main results in the previous section also
hold: is every uniformly continuous sublinear transition semigroup (Tt)tGRZU generated by a

bounded sublinear rate operator Q, in the sense that
T, = e'Q forall t € R>o?

In this section we set out to show that the answer to this question is positive.
Before we get into our investigation, let us take a closer look at the requirement of uniform
continuity for sublinear transition semigroups.

Proposition 4.1. A sublinear transition semigroup T. is uniformly continuous if and only if

lim sup HEH = 211msupsup{l[T(1 — L)) (z): z € X} < +o00.
N0 t b N0 t

The proof of this result is a bit long and not necessarily informative, but the interested reader
can find it in Section [9 This result is relevant because it establishes that a sublinear transition
semigroup (T)ier-, is uniformly continuous if and only if it has ‘uniformly bounded rate’ in
the sense of [14, Definition 4], which is one of the two conditions on the sublinear transition
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semigroup—see Theorem 4 there—that ensures that it induces a sublinear Markov process with
desirable properties.

We'll progress through a sequence of (intermediate) results in order to establish the main result,
Theorem [.5] further on. As a first step, we set out to establish the ‘inverse’ to Theorem [3.1} instead
of defining the exponential of a bounded sublinear rate operator through a Cauchy sequence, we
seek to define the natural logarithm of a sublinear transition semigroup through a Cauchy sequence.
The way we will go about this is to generalise the following well-known limit expression for the
natural logarithm: for any strictly positive real number a € Ry,

Inoe= lim n(a% —1).
n—-+oo
To translate this limit expression to the setting of bounded operators, we (i) replace o by T; and
1 by I, and (ii) observe that since T; = (Tt/n)n, we can think of Tt/n as the—or an—n-th root
of T;. Tt still surprises me that this approach works, since never before have I seen this limit
expression in the setting of operators.

Proposition 4.2. For a sublinear transition semigroup (Tt)teRzo that is uniformly continuous

and t € R>q, the sequence (n(Tt/n — I))nEN is Cauchy in Oy, and its limit

InT; == lim n(T;, —1I)

n—-+o0o

is a bounded sublinear rate operator.

Our proof for Proposition [4.2] relies on Proposition as well as on the following intermediary
result, which establishes a convenlent bound on || T — I —n(Ty)p = Db

Lemma 4.3. Consider a sublinear transition operator T. Then for all n € N,

e o AL S

Proof. Our proof will be one by induction. The statement is clearly satisfied for n = 1, so it

remains for us to check the inductive step. So we suppose that the inquality in the statement
holds for some n € N, and set out to show that

[T -0 - s na@-p|| <"EDT e, (1)

First, we rewrite the operator on the left-hand side of this inequality:

)+ )T - =T D) —n(T-1)— (T-1)

=(T" -DT —n(T - 1).

(T

Adding and subtracting n(T — I)T on the right-hand side then gives

(Tn+1

n

D)= ()T -1 = (T" ~1) — a(T - )T + n(T - YT — n(T - 1),
so we see that
| =1 -+ n@-p| < |(@ -1 -nT-D)T| +|n(T- DT —nT-11] .

For the first term on the right-hand side of this inequality, it follows from (2.2)), and the
induction hypothesis that

i -0 <=y, < - -
|- o),

n(n —

IN

Dim -z
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For the second term, we recall from Lemma that n(T —1) is a bounded sublinear rate operator;
as T and I are both bounded operators, it therefore follows from that

Hn(T_ DT — n(T — I)IHb < Hn(T_ I)HbHT - IHb = n||T - IJ|2.

Thus, we see that

—n+1 — n(n—1) = = (n+1)n
@ -+ )T -1 <TI0 = ST -1
which verifies (4.1)) and concludes our proof. O

Proof of Proposition[{.4 The statement holds trivially in case ¢ = 0, so we assume without loss
of generality that ¢ > 0. On the one hand, it follows from the properties of || - ||, and once
for T and once for I-—that

TS—IH . I
I O [ L

T, -1
H for all s € Rap.

s Hb N s - s
On the other hand, since (TS)SGR>0 is uniformly continuous by assumption, it follows from Propo-
sition [4.1] that there are some 6, 3’ € Rs such that

HTS—I
S

Hb < B forall s € [0,d].
From these two inequalities, we infer that
T, -1 2
B = sup{HiH 15 € R>0} < max{f,ﬂ'} < +o0.
S b é
Consequently, for all k € N,
*

fr. -, < 42

Fix some n,m € N. Then

Ty 1) =m(Ty — 1)

= [[n(Te =) = (T o =)+ (T ~1) =m(T, ~1)|

nm nm m

2210 it 2], ol 0ot

b

b

From the semigroup property m Ts)sers,, we infer that
T: = (TL)m and T. = (Ti)n

From these two inequalities, it follows from the preceding inequality, Lemma and (4.2]) that

P A ) )

? n nm 2 nm
1 m(m—1) 5 o 1 nn—1) 5 5
=T — Bt
2n m? o+ 2m  n? s
1/1 1
A Dypg
2\n m

Since this inequality holds for arbitrary n,m € N, we can conclude that the sequence (n(T;,,) —
D)nen in Oy, is Cauchy. As (Oy, ||-||b) is complete, this sequence converges to the bounded operator
T, = lim n(Tt - 1)

TL—> oo
To verify that the bounded operator In T; is a sublinear rate operator, it suffices to realise that (i)
in)

for all n € N, n(T;,, —1I) is a bounded rate operator due to Lemma and (ii) the axioms
(Q4)| of a rate operator are preserved when taking limits.
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Its limit expression already warrants calling In'T; the ‘ (natural) operator logarithm of Ty,” but
the following result provides full justification: the operator logarithm is indeed the inverse of the
operator exponential.

Proposition 4.4. For any bounded sublinear rate operator Q,
ne'® =1Q forallte R>o.

Conversely, for any uniformly continuous semigroup (Tt)teRzo of sublinear transition operators,
T, = e T for allt € R>g.

Proof. For the first part of the proof, recall from Proposition and Lemma that (GSQ)SERZO
is a uniformly continuous sublinear transition semigroup, so the operator logarithm is well defined.

The equality for ¢ = 0 holds trivially because e0Q = I, so we assume without loss of generality
that ¢ > 0. Fix some ¢ € Rsq. Then it follows from Propositions and [£:2}—and the fact that

¢9Q = I—that there is some n € N such that
Q1 _ L~ _
50 ], < e, <

n

From this, it follows that
ne'@ — Q|| < Hln e’ —n(en® — I)Hb + Hn(eia —I)— tQHb
. 2Q -1

= Hln eQ — n(e"6 - I)H + tHL
b b

< €.

Since this holds for arbitrary € € Rs g, we have proven the first part of the statement.
For the second part of the statement, we again fix some ¢ € Ry and ¢ € R>g. Then by
Theorem [3.1] and Proposition [£.2] there is some n € N such that

_ = 1 __\n
[InTy||p < 2n, ||e®T — (I+ flnTt>
n

1 — —
()T
o o o n n n
we use that (T.)" = T; because (Ts)ser., is a semigroup, to yield
1 — n __ _
(e om0)) - e

Since [|In T¢|[1, < 2n by our choice of n, Lemma2.9|ensures that I+ < InT; is a sublinear transition
operator; this means that we may invoke Lemma to yield

(1) = (5 (o -0))]
<ol (1 2wm) - (14 L ()|

- o n(rs D)

€ — — €
N < 5 and HlnTt—n(T% —I)Hb < ok

Note furthermore that

b

< £
%

From all this, it follows that
_ 1 T " InT,
b H(H_ﬁ(n(T% I))) c b

<0 ot ) - oy

< €.

HTt _ eln T

1.\
H(H——lnTt) _ T
b n

b

Since € € R+ was arbitrary, this shows that T, = elni, as required. O
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At long last, we are ready to provide a positive answer to the question posited at the beginning of
this section: is every uniformly continuous sublinear transition semigroup generated by a bounded
sublinear rate operator?

Theorem 4.5. Let (Tt)teRzo be a sublinear transition semigroup. If this semigroup is uniformly
continuous, then InTy is a bounded sublinear rate operator, and

T, = etltTs for all t € R>o.

Proof. Since (Tt)teRzo is a uniformly continuous sublinear transition semigroup, Proposition
guarantees that for all ¢ € R>, InT; is a bounded sublinear rate operator, while Proposition

ensures that - o
T, =Tt forallte R>o.

As (et ]“Tl)tekzo is uniformly continuous as well [Lemma , it suffices to show that T; =
e Te = et Th for all ¢ in some dense subset T of R>0, and we will do so for 7 = Qx>¢. That is,
it suffices to show that

InT, =¢InT; forall ¢ € Qxo. (4.3)
To this end, note that for all t € R>o and n € N, it follows from Proposition that
InT,; = lim nk;(TM —I) =n lim k(Ti —I) =nlnT,. (4.4)
k—4o00 nk k—+o0o k

Now fix some ¢ € Q>¢. Then there are some n € Z> and d € N such that ¢ = n/d, and (4.4)
tells us that - - - - B
lnT%:nlnTé and lnlelnT%:dlnT%.

Because d > 0, these equalities clearly imply the one in (4.3) for ¢ = n/d, and this concludes our
proof. O

5. COMPARISON TO RELATED WORK

Semigroups of nonlinear operators have received quite some attention in the setting of imprecise
probabilities and nonlinear expectations. In the setting of imprecise probabilities, the setting has
typically been that of finite state spaces X' [33] 21 [8], [T3], BT]. This work extends the approach of
De Bock, Krak and Siebes [8, 2] to construct a sublinear transition semigroup from a bounded
sublinear rate operator to countable state spaces.

In contrast, much more work has been done in the setting of nonlinear expectations; I'll briefly
mention that which is most closely related to the results presented here. Nendel [24] studies
semigroups of convex transition operators on % with X finite, but they only require strong con-
tinuity. In [25] Section 5], the same author considers semigroups of sublinear transition operators
for countable state spaces, but their construction differs from the approach taken in this work; I'll
discuss this in more detail in Section further on. More generally, there’s been quite some work
on ‘semigroups of convex (and monotone) operators’ on a variety of functions spaces.

Denk, Kupper & Nendel [10] study strongly continuous semigroups of convex monotone opera-
tors on ‘LP-like spaces’. In the present setting, the relevant space is Co(X), the space of functions
‘vanishing at infinity’, equipped with the supremum norm ||-||o; note that Co(X) = £ if X is
finite but Co(X) € A if X is countably infinite. They show that a uniformly continuous semi-
group (S¢)ier, of convex monotone operators from Co(X) to Co(X) is completely defined by the
generator A whose domain consists of those f € Co(X) for which

Stf —Sof
t

R>o = Co(X): t— converges in Co(X) for ¢ N\, 0.

In contrast, in the present setting we investigated sublinear operators—which are convex and
monotone—in the Banach space (Oy, || - ||b) of bounded operators rather than in the functional
space (A, |||lo), and we did not require that these operators map the space Co(X) of function
vanishing at infinity to itself.

Much of the other work on strongly continuous semigroups of convex monotone operators equips
the function space with the so-called ‘mixed topology’, see for example [I9, 2]. In the present
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setting this amounts to (i) choosing some x € & with k(z) > 0 for all x € X; (ii) letting || f||. =
sup,cx|f(z)|x(z) for all f € R?Y; and (iii) considering the space C,,(X) == {f € RY: | f|x < +o0}.
A sequence (fn)nen in Ci(X) then converges to f € C, (&) in the mixed topology if and only if
sup,enl|fnllx < +00 and (fn)nen converges to f pointwise. For x = 1, this reduces to pointwise
convergence on the set of bounded functions 4. However, the intended use of the mixed topology
is to allow for functions that are unbounded, but grow at most as fast as 1/k. In this mixed
topology, Blessing, Denk, Kupper & Nendel [2, Section 5] come up with a Chernoff-type method
to generate a strongly continuous semigroup of convex monotone operators on C,(X’), which is
quite similar in spirit to the construction of the semigroup (€!Q);cg., from a bounded sublinear
rate operator Q in Theorem (3.1

5.1. Nendel’s [25] Nisio semigroups. As mentioned before, Nendel [25], Section 5] also considers
semigroups of sublinear transition operators for countable state spaces, but the way they construct
them differs a bit from the approach I've taken in this work. Their starting point is a family
{(TM)ieroy: A € A} of Markov semigroups—that is, a set of semigroups (T})er., of linear
transition operators that are furthermore upward continuous in the following sense.

Definition 5.1. An operator A € O is called (pointwise) upward continuous—sometimes also
continuous from below—if for all z € X, the corresponding component functional [A-](z): Z — R
is upward continuous, meaning that for any monotone sequence (f,)neny € % that increases
pointwise to some f € A,

lim [Afn](x) = [Af](2).

n——+oo

Nendel constructs the so-called Nisio semigroup (gt)teRzo as follows. First, for all s € R>g, the

sublinear transition operator T is defined as the point-wise upper envelope of the family (T ren
of upward continuous transition operators:

Tof(z) = sup{T2f(z): X € A}.

In the proof for their Proposition 5.2, Nendel [25] uses that T, is upward continuous, which follows
from the definition above and the upward continuity of the transition operators (T2)xea. Second,
for all t € R>p, f € & and x € X, they let

Sif(x) = sup{Ttl,tU ---Ttn,tnflf(m): n € ZL>p,0 =1ty <t1 <---t, =1t}

They then go on to show that this Nisio semigroup (gt)teRZO is the point-wise smallest semigroup
that dominates (T})xea: for any semigroup (S;)ier., such that

T)f <S;f forall A€ At € Rsg, fE B,

they show that
T)f <Sif<Sif forall \eAteRs, f € B
In light of this paper, an obvious question is whether there are necessary and sufficient con-
ditions on the family {(T})er-,: A € A} of semigroups such that the corresponding Nisio semi-
group (§t)teR20 is uniformly continuous. The following result establishes exactly such conditions.

Proposition 5.2. Let (S;)ier-, be the Nisio semigroup corresponding to a family {(T})icr-,: A €
A} of semigroups of linear transition operators that are upward continuous. Then the Nisio semi-
group (Si)ier~, is uniformly continuous if and only if (T})ier~, is uniformly continuous for all
A € A and the set {||Q*||p: A € A} of the norms of the corresponding rate operators is bounded.
Whenever this is the case, the generator R of the Nisio semigroup is the point-wise upper envelope
of the rate operators:

Rf(z) = sup{Q)‘f(x): A€ A} forall f € B,x € X.

Proof. Let us establish necessity first, so assume that the Nisio semigroup (gt)teRzo is uniformly
continuous. To this end, fix some A € A. For all A € Rog, TA — I and Sa — I are sublinear
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transition operators by Lemma so it follows from Proposition [2.7| and the definition of the
Nisio semigroup that
ITA — Il = 2sup{[(TA —D)(1 — L,)](z): = € X'}
< 2sup{[(Sa - D(1 - L))(2): @ € X}
= [ISa = 1Ilo.

Since the Nisio semigroup (gt)teRN is uniformly continuous, it follows from this inequality and
Lemma [2.5| that the semigroup (T} )teRs, is uniformly continuous. We still need to establish a
universal bound on ||Q*||p. To this end, observe that for all f € 2,
TAS — T} Saf—S =
QM = M < lim Saf—Sof _
A\O A ANO A

where R is the bounded sublinear rate operator that generates the uniformly continuous semi-
group (St)ter., [Theorem , the equalities follow from Theorems and the inequality follows
from the definition of the Nisio semigroup. Since Q* is linear, it also follows from this inequality
that Qf > —R(—f). From these two inequalities, it follows immediately that [|Q*||;, < ||R]|».

For the sufficiency, suppose that every upward continuous transition semigroup is uniformly
continuous, meaning that T* = ¢'Q” for all t € Rsg and A € A, and that Q = {Q*: A € A} is
uniformly bounded. Nendel [25, Remark 5.6] shows that for all f € %,

Rsg — Bt Sif (5.1)

is the unique solution to the Cauchy problem

lim v(s) — v(t)

s—t s—t
where Qg is the (point-wise) lower envelope of @ = {Q*: A € A}, defined in Section [7] i by
Qof(z) =sup{Qf(z): Q€ Q} =sup{Q*f(z): A€ A} forall f€ B,z X.

Proposition in Sectionﬂestablishes that QQ is a bounded sublinear rate operator, so it follows
from Proposition [3.6] that

=Qgu(t) forallteRsg, v(0)=Ff, (5.2)

Rso — B: t s e'Qef
solves the Cauchy problem in (5.2]). Consequently, we conclude that the Nisio semigroup (gt)te]gz o
is uniformly continuous and generated by R = QQ. O

6. APPENDIX: PROOFS AND ADDITIONAL RESULTS REGARDING THE BANACH SPACE OF
BOUNDED OPERATORS
Our proof for Proposition [2.1] relies on the following intermediary result.

Lemma 6.1. The function || ||s: © = R>oU{+o0} as defined by (2.1) is an extended seminorm
on . Furthermore, for all A,B € O,

[IABlls < [[AllsIIBI]s-

Proof. The function || - || is positive by definition, and it is clear that ||Ol|s = 0. That || - ||s is
subadditive follows from the subadditivity of the supremum norm ||-||s and the subadditivity of

the supremum, and || - || inherits the absolute homogeneity of the supremum norm || - |-
For the second part of the statement, note that
Il =sup{ 1520 7 e .7 2 0}
AllsIIBf oo
(AL )

= [|A[lsIBs- g
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Proving Proposition is now a matter of adapting Martin’s [22] Section III.2] proof for the
Lipschitz norm.

Proof of Proposition[2.1} First, it is clear that Oy, is a real vector space since addition and scaling
clearly preserve finiteness of the operator seminorm || - [|5. Second, it follows from Lemma6.1] that
I - |ls is a seminorm on Oy. Furthermore, it is easy to see that ||A|s = 0 if and only if Af = 0 for
all f € # such that f # 0; whenever this is the case, ||Al], = 0 if and only if furthermore A0 = 0,
which can only be if A = O. This proves that || - || is a norm.
A standard argument now shows that (O, ||-||b) is complete. Fix any Cauchy sequence (A, )nen €

(Op)N. Then for all f € B, (A, f)nen is a Cauchy sequence in the complete space (%, ||-[|«), 0
lim,, 1o A, f exists. The operator

Ai: B—>%B: f— lim A,f
n—-4o0o

is bounded because the Cauchy sequence (A, )nen is bounded [I8, Lemma 1.17]:

i n— OOA’n oo
| Atim|ls = sup { [Ilim ||}|| fll feB [+ 0}
ysup{[[Anllb: n € N}| flloo |
< su { T .fe%,f;éo}

= sup{[|A,|lb: n € N} < +o0.

To see that (A,,)nen converges to Ay, we fix any € € Rg. Because (Aj,)nen is Cauchy, there
is some N € N such that for all n,m > N,

1
[An — Anllb = [[An0 — ApOllc + [[An — Amls < 56-

On the one hand, we infer from this that for all n > N
||Alim0 — AnO”oo <lim sup||A11mO - Am0||oo + ||Am0 - An0||oo
m——+oo

= limsup||A;n0 — A,0||oo

m——+oo

< 1
—€.
2

On the other hand, we infer from this that for all n > N and f € A,

= limsup||Ap f — Anflleo

m——+oo
1
< el fll.
From these two observations, it follows that for all n > N,
||A1im - An”b - ||A1im0 - AnO”oo + ||A1im - An”s < €.

Since this holds for all € € R+, we conclude that the Cauchy sequence (A, )nen converges to a
limit Ay, in Oy, as required.
Finally, for the second part of the statement, it follows immediately from the definitions of || - ||
and || - ||, and Lemmal6.1] that
[AB|lp = [ABO][o + [|ABls

< [|A[lslIBO[lss + [[AlsIIBlls

= [[Alls[[Blfs

< [AllblIBllb- O
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6.1. Additional results. While we’ll predominantly deal with || - ||, the Lipschitz norm ||-||vip
will also be of use at some point further on due to the following result.

Lemma 6.2. Consider bounded operators A,B,C € Oy,. If A is Lipschitz, then
IAB — AC|lp < [[AllLip/IB = Cllb-
Proof. Tt suffices to observe that for all f € £,
IABf — ACfllco < [[AllLiplIBS = Cflloo- O

Another link between the set of bounded operators and that of Lipschitz operators is the
following: any Lipschitz operator A € O, with A0 = 0 is automatically bounded, as clearly

Affa

Mszmm{”AL:fe%J¢0}

_ aup {IA A0+ A0
17— 0l

JAS - AO]|n

<sup {5 o

< [|A|Lip-

feB f+0)
:feﬂj#o}
One particular class of operators that map 0 to 0 are the positively homogeneous ones: an

operator A € O is positively homogeneous if A(Af) = MAf for all A € R and f € #. For any
positively homogeneous operator A € O and any f € £\ {0},

1 1 1
L apoa(g) wn ] g =
(BN [1f[ls [ flloo " oo
consequently,
JAll = sup{ Al £ € 2, I flloe = 1}; (6.1)
since A0 = 0 due to positive homogeneity, it follows from this equality that if A is bounded,
1Al = Al = sup{ A llc: £ € 2.1 flloc = 1} (62)

This is in accordance with the operator norm for positively homogeneous operators used in
21, Egn. (1)] and [8, Eqn. (4)], as well as with the standard norm for linear—additive and
homogeneous—operators [29, Section 23.1].

6.2. Convergence of sequences of sublinear transition operators. Thanks to Lemma [2.9]
the crucial notion of convergence is actually that of convergence for sequences of sublinear transi-
tion operators. So consider some sequence (Tn)neN of upper transition operators and some upper
transition operator T. If the state space X is finite, uniform convergence (that is, according
to || - ||b) is equal to strong or pointwise convergence (that is, according to || - ||oo): this sequence
converges to T if and only if for all f € %, (T, f)nen converges to Tf [8, Proposition 3]. When X
is countably infinite, this equivalence between uniform and strong convergence does not necessarily
hold; the following is a counterexample.

Example 6.3. Let X := N, and for all n € N, let
Tp: B — B: fr max{f(k): k<n}.

Then for all f € B, (T, f)nen converges to sup f. However, (T,,)nen does not converge to
T: B — PB: frssupf.

Indeed, for all n € N, let A,, :== {m € N: m > n}, then ||Ia, |looc = 1, Tpla, = 0 and Tl4, =1,
whence
1T = Tl = [TuLa, — T, e = 1.
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Because T,, — T is Lipschitz and maps 0 to 0 , it follows from the discussion in
Section [6.1] that if (T, )en converges to T in (Or, ||1.), then it also converges to T in (O, || - [|b)-
The following example, for which I'm indebted to Arne Decadt, shows that—quite peculiarly—the
converse does not hold.

Example 6.4. Let X = {1,2,3}. For all € € [0, 1], let T, be the upper transition operator that
maps f € B to

max{ef(1) + (1— ) f(2), f3)} ifa=1,

Tf: X > R:zs .
f(x) otherwise.

We set out to show that for all e €]0, 1],
||Te - TO”L =2 and HTE — Tpo = 2e.

To obtain the desired counterexample, it then suffices to take (T /n)nen and To. So fix any
€ €]0,1].
Let us look at the Lipschitz norm first. On the one hand, it follows from |[(T10)| that

|Te = Toll, < [|Tellr. + I Tollr = 2.

On the other hand, consider the functions f., gc € £ given by

(Fe0), @), £3) = (14 2,-11) and (0.(0), 0:(2),06(3)) = (24 2,0,0).

Then || fe — gelloo = 1 and

[Tef](1) = max{e+2— (1 —¢€),1} =1+ 2¢
[Tege](1) = max{2e + 2,0} = 2¢ + 2,
[Tof](1) = max{—1,1} =1

[Toge](1) = max{0,0} =0,
and therefore

”(TG - To)fe - (Te - TO)gEHOO

2> ||Te — TollL >
|| ‘ || ||fefge||oo

=142 —2—-2-1+0]=2,

as required. o
For || - ||», observe that as T, — Ty is positively homogeneous |(T1)|, it follows from (6.2) that

ITe = Tolly = sup{[[Te1(1) = [To (V)] f € 2, flloo = 1}
So fix any f € £ with || f|lc = 1. We distinguish four cases.
(1) fef(1)+ (1 —€)f(2) = f(3) and f(2) > f(3), then
[Tef1(1) = [TofID)] = lef(1) + (1 =) f(2) = ()| = el f(1) = f(2)] < 2e.
(2) I ef(1)+ (1 —€)f(2) = f(3) and f(2) < f(3), then
|[Tef1(1) = [TofI(D)] = [ef(1) + (1 = ) £(2) = £(3)]
=ef()+(1—-ef(2) - fB3)
=e(f(1) = F2) + F(2) - S(
<elf(1) = f(2)

< 2e.
(3) Ifef(1)+ (1 —e)f(2) < f(3) and f(2) < f(3), then
[Tef](1) = [TofI(D)] = [£(3) — f3)| = 0.

3)
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(4) Tf ef(1) + (1 — €)f(2) < f(3) and f(2) > f(3), then
[T (1) = [TofI(V)] = 1£3) = £(2)] = F(2) = F3)
< J2) = ef(1) = (1= f(2) = ¢(£(2) = F(1)
< 2e.
From this, and with g € % such that (g(1),4(2),9(3)) :== (1, -1, —1), it follows that
2¢ > |T. — Tollo > [Teg — Toglloo = le — (1 —¢) + 1| = 2¢,

as required.

7. APPENDIX: SUBLINEAR RATE OPERATORS AS UPPER ENVELOPES
For any set Q of rate operators, its corresponding pointwise upper envelope
Qg: B —R*
maps any f € £ to
QQf X = RU{+4o00}: xH[QQﬂ —sup{Qf QGQ}.

From this definition, it is easy to see that QQ is an operator—that is, that it has % as codomain—if
and only if

sup{‘sup{[Qf](x): Qe Q}|: NS X} < +oo forall f e . (7.1)
Whenever this is the case, QQ turns out to be a sublinear rate operator.

Lemma 7.1. Consider a set Q of rate operators. Then the corresponding pointwise upper enve-
lope QQ is an operator if and only if . ) holds; whenever this is the case, QQ 18 a sublinear rate
operator.

Proof. The necessity and sufficiency of . follows immediately from the definition of QQ That
QQ is a sublinear rate operator follows immediately from its definition as a pointwise supremum:
QQ is sublinear and satisfies )| and m because every rate operator Q € Q is linear and

satisfies [(Q3)| and [(Q4) m O

It suffices for (7.1) that Q is uniformly bounded with respect to the operator seminorm || - ||s,
in the sense that sup{HQHS: Q € Q} < +o0. In fact, this sufficient condition also ensures that Qg
is a bounded operator.

Proposition 7.2. Consider a set Q of rate operators. Then the corresponding upper envelope QQ
is a bounded operator if and only if Q is uniformly bounded with respect to || - ||s, in which case
Qg is a sublinear rate operator and

1Qallb = sup{[IQll»: Q € Q}.

Proof. For the sufficiency, assume that 8 = sup{||Q|ls: Q € Q} < 4o0o. To use this to our
advantage, we observe that for all f € Z and Q € Q,

=Bl flloe < NQUsHflloe < =Q(=f) = QF < M1QUls[lflloc < BI1f lloo-

These inequalities imply that (|7.1)) is satisfied, so we know from Lemma that QQ is a sublinear
rate operator. It now follows from Proposition the definition of QQ, (6.2) and Proposition
that

1Qolle = sup{[Qo(1 — 21,)](x): = € A}
sup{sup{[Q(1 —2L)](2): Qe Q}:w € X}
= sup{sup{[Q(1 - 2L,)](x): v € X}: Q € Q}
sup{[Q[ls: Q € Q}.
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Since by assumption Q is uniformly bounded with respect to || - ||s, we infer from these equalities
that Qg is a bounded operator, as required. As Qg is bounded and positively homogeneous, it
also follows immediately from this equality and (6.2) (twice) that

1Qallb = 1Qalls = sup{||Qlls: Q € Q} = sup{[|Qll: Q € Q}.

For the necessity, suppose that QQ is a bounded operator. Then we know from Lemma
that QQ is a sublinear rate operator. Hence, in a reversal of the argument in the first part of this
proof, it follows from (6.2), Proposition the definition of QQ and again Proposition that

sup{[[Q[ls: Q € Q} = [Qqls-

Since QQ is a bounded operator by assumption, we may conclude from this equality that Q is
uniformly bounded for || - ||s. O

We can also go the other way around, so from a sublinear rate operator Q to the corresponding
set of dominated rate operators

9g = {QeQ: (vf € B) Qf <Qf},
where 9 denotes the set of all rate operators. The next results establish some properties of this

set QQ.

Definition 7.3. A set Q of rate operators is separately specified if for any selection (Qu)recx
in Q, there is a rate operator Q € Q such that [Qf](x) = [Qufl(x) for all f € B and x € X.

Proposition 7.4. Consider an upper rate operator Q. Then the set Q@ of dominated rate oper-
ators is non-empty, convex and separately specified.

Proof. That Q@ is non-empty follows almost immediately from the Hahn-Banach Theorem—
see for example [3, Theorem 1.1] or [29, Theorem 12.31.(HB3)]. To see why, recall that % is
a real vector space, and observe that the set C C A of constant functions is a linear subspace
of # and that q: C — R: u — 0 is a linear functional on C. For all z € X, the component

functional p,: & — R: f — [Qf](x) is sublinear and dominates ¢, so by the Hahn-Banach
Theorem there is a linear functional g, on £ that extends ¢ and is dominated by p,, whence

—[Q=Hl(2) < —au(~f) = ¢(f) < [Qf](). (7.2)
Consider now the operator Q: & — £ defined by
[Qf](x) == q.(f) forall f e B, xelX,;

since Qf, —Q(—f) € %, (7.2)) ensures that Qf € Z. It is now clear that by construction, Q is
a linear operator that maps constant functions p € C to 0 and satisfies the positive maximum

principle [as it is dominated by Q]. In other words, Q € Qg so Qg is indeed non-empty.
To see that Qg is convex, it suffices to realise that (i) the convex combination of two rate

operators is again a rate operator, and (ii) if two rate operators are dominated by Q, then so
is their convex combination. To see that QQ is separately specified, it suffices to realise that all
requirements on rate operators and the requirement of domination are pointwise for x € X. 0O

Lemma 7.5. Consider a sublinear rate operator Q. Then
sup{[|Qlls: Q € Qg} = [Qlls,

50 Q is a bounded operator if and only if QQ is uniformly bounded. Whenever this is the case, QQ
is closed with respect to || - |-

Proof. The first part of the statement follows almost immediately Proposition (twice):
sup{]|Qll+: Q € Qg} = sup{[Q(1 - 2L,)](x): Q € O, x € A}
=sup{[Q(1 — 2I,)](z): = € X}
= 1Qlls.



22 A. ERREYGERS EJDE-2025/122

In the remainder of this proof, we show that Qg is closed in (O, || - [[b). So we fix any
sequence (Qn)nen that converges to some A € Oy, in the sense that lim, 1o ||A — Qull, = 0,
and set out to show that A € Qg Fix any f € # and x € X, and observe that because Qg is
uniformly bounded, so is ([Qn f](z))nen because for all n € N,

|[Quf1(@)] < 1Qufllse < 1Qullslflloe < sup{l|Qumlls: m € N}H|floo-

Furthermore, the assumption that lim,, o ||A — Qu||p = 0 implies that
0< tim [[Af)@) ~ [QufI@] < T JAF~ Quflloo < Jim A~ Qulllfll = 0.
From this, we conclude that

[Afl(z) = lim [Qnf](zx) forall fe AB,xzeX.

n—-+o0o

Because every Q,, is a rate operator, we infer from this realisation that (i) A is linear, (ii) A

maps constant functions to 0 |(Q3)], and (iii) A satisfies the positive maximum principle [(Q4)];
consequently, A is a rate operator. Since every Q,, iominated by Q, it also follows from the equality

above that the rate operator A is dominated by Q, or equivalently, belongs to QQ O

8. APPENDIX: PROOFS FOR RESULTS IN SECTION [B.1]

This appendix contains the proofs for the two intermediary lemmas which we rely on in our
proof for Theorem [3.1

Proof of Lemma[3.2 Our proof will be one by induction, and basically repeats the one given by
Krak et al. |21, Proof for Lemma E.4]. For the induction base n = 1, the inequality in the
statement is trivial. For the inductive step, we assume that the inequality in the statement holds
for n = ¢, and set out to verify that it then also holds for n = ¢+ 1. To this end, observe that

T2 T =81 S,
< Hi - TygTpsy — Ty - -@@HHb + Hi o TySpg1 — Sy - S&H({b.

For the first term, T --- T, is a sublinear transition operator and Tz+1 and §z+1 are bounded
operators, so it follows from |(T12)| that

| T2 BT = To o TS|, < |[Tews =S|

To bound the second term, we use (2.2)) (with A =T;---Ty—S;---S; and B = Sy41) and
and invoke the induction hypothesis:
HT1 - T¢Ser1 — St - '§e§e+1Hb <||Ty---Tg—Sq-- -geHngeHHb

T1~-~Te—§1-~-§eH
b

From all this we infer that

)

+1
T, -Tpiy—5,---§ H < HT —§‘
H 1 +1 1 +1 b_kz:l k k b

which is precisely the inequality in the statement for n = ¢ + 1. O

Proof of Lemma[3.3. Our proof follows that of Krak et al. [2I, Proof for Lemma E.5] closely, so
it will be one by induction over £. The statement holds trivially for the induction base ¢ = 1.
For the inductive step, we assume that the inequality in the statement holds for some ¢ = k and
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all A € Ry such thaté”@”b < 2, and set out to verify this inequality for £ = k£ 4+ 1 and some
A € Ry g such that A||Q]|p < 2. Then with § :== A/(k + 1),
k1 _ Nk _\k _ _
(I+5Q) (14 (k+1)5Q) = (1+5Q) +6Q<I+5Q) - (I+k5Q) ~5Q.
It follows from this and the induction hypothesis that
|a+6QM ! — 1+ + 15Q)| < |[a+5Q) - @+ kQ) | +0|Qu+00k-Q
< K%[[QI2 + o[ Q+ 00t - Q| -
Next, we note that Q = QI*, invoke Proposition (with A = (I+6Q)* and B = I*) and then
Lemma [3.2| (with Ty = (I +6Q) and Sy = 1), to yield
=)\ o) 252 (13|12 A Ak Tk
[(1+6Q)" -+ +1060)|| < wori@IE+oq] [a+ ok -1
< K252([QIE + k| Q| [1+ 0@ 1)
= k26° QI + ka*Ql.
Since k% + k < (k + 1), it follows from this that indeed
_\ k41 _ _ _
[(1+0Q) " — @+ ke +10Q)|| < k+ 1% = 24%Q] - O

9. APPENDIX: PROOF OF PrOPOSITION [4.1]

Proposition generalises Lemma 3.100 in my doctoral dissertation [I3] from the setting of
finite X to that of countable X'. The proof that we are about to go through is a rather straight-
forward generalisation of the proof of the aforementioned result, with some minor modifications.

Proof of Proposition[{.1 The equality in the statement follows immediately from Lemma [2.8]
and Proposition

Because of Lemma the inequality in the statement clearly implies that (Ty)icr., is uni-
formly continuous. The proof of the converse implication—so starting from uniform continuity—is
more involved; in fact, our proof will be one by contrapositive: we assume that

T, -1
lim sup H;H = 400, (9.1)
t\0 t b

and set out to prove that then (T;)icr., is not uniformly continuous, which due to (T11)| and
Lemma 2.5 means that B
lim sup||'Ty — I||p > 0,
N0

or more formally, that
(Je € Ro) (V5 € Ro) (3t €]0,8]) HTt - IHb > e (9.2)

We fix some € €]0, 1], some €1 €]0,1 — €] and some arbitrary § € Rsq. Since limy 00 ® =0
and 0 < 1—e—¢; by construction, we can moreover pick some A € R+ such that e < 1—e—e¢;.
There is some N, € N such that

Ad \7
-0 _ > . .
‘e (1 n+1) ’ <e€ foralln> N, (9.3)

Let us use our contrapositive assumption: it follows from that there is some A €]0, min{1/X, §/N¢, }|
such that AA < [|Ta —I||. With n the unique natural number such that nA < § < (n+1)A, our
restrictions on A guarantee that n > N, and AA < 1.

Let 8 := ||Ta —1I|,/2. If B > ¢/2, then we have clearly verified because § was arbitrary,
A €]0, 6[ by construction and ||[Ta — I||, = 28 > e.

The case 8 < €/2 < 1/2 is quite more involved. Since AA < 2 < 1 by construction,

1A >1-28=(1-A)">(1-28)"=1-(1-AA)"<1—(1-28)"  (9.4)
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similarly, because 0 < n)‘—_& <A<,

1-(1- A9 )ng1—<1—m)n. (9.5)

n+1

To continue, we fix an arbitrary e; € R+ such that 8 — es > 0; then since Ta — I is a bounded
sublinear rate operator [Lemma [2.8], it follows from (6.2)) and Proposition [2.7] that there is some
x € X such that

B—e < [Ta(l-1)](z) <8 (9.6)
and for all other y € X'\ {z},
[Ta(l-1,)](y) < 8. (9.7)
It follows from [(T7)] [[T4)] [(T5)] and that for all other y € X'\ {z},
Ta(l - L)) = —[Ta(-1+L)] ) = —[Ta(-1L,)] () = 1 - [Ta(l ~L,)] (5) = 1 - .

Thus, we have shown that

TA(l - ]Im) >pB—e+ (1 - Qﬂ)(l - ]Im)
It follows from the semigroup property|(SG1)|of (Ts)scr.,, the previous inequality, some properties

of Ta—in particular [(T4)} |(T5)|and [(T1)[ (which we may invoke because 8 < 1/2 whence 1—23 >
0)—and again the previous inequality that

Toa(l —1,) = TATA(1 - 1,,)
>Ta(B—e2+(1-28)(1-1,))
=B—e+(1-28)Ta(l-1,)
> -6+ (1-20)(f—e+(1-28)1-1))

= (B-e)(1+(1-28) +(1-28°1 - L),

We apply this same trick n — 2 times more, to yield

n—1

Toa(l-1L) > (B—e) (Y (1-20)") + (1-20)"(1 - L).

k=0
Evaluating the functions on both sides of the equality in x and using the well-known expression
for the partial sum of a geometric series, we find that

1-(1-28)" B—e
T 1-1 > — = 1—-(1-28)").
Tua(1-1)]@) 2 (8- ) T g5 = 55 (1 - (1-28)")

Since 8 — €3 > 0, it follows from this, (9.4) and (9.5) that

5 — €2 Ad \7
_ > _ _ .
Tt -1l 252(1- (1= 227)),
since n > N, by construction, we can also invoke (9.3)), to yield

Tasll - L)) 2 P52 (1= —a) > e

where for the second inequality we used that e=*? < 1 — e — €;. Since this inequality holds for
arbitrarily small €5, we may infer from it that

Toa(l- 1)) > g

Because Tpa — I is a bounded sublinear rate operator, we conclude from this, Lemma and
Proposition [2.7] that
[Fus 1] e
b

Since § € Ry was arbitrary and we’ve ensured that nA €]0, [, we’ve verified (9.2)). O
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