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VARIATIONAL APPROACH FOR THE n-DIMENSIONAL STATIONARY
NAVIER-STOKES EQUATIONS WITH A DAMPING TERM

ALIREZA KHATIB, ABBAS MOAMENI, SOMAYEH MOUSAVINASR

ABSTRACT. harvesting effort We study the n-dimensional stationary Navier-Stokes equations
with a damping term by developing a new general minimax principle. This principle is suffi-
ciently broad to be applied in various contexts, and here it is used to establish the existence
of weak solutions for both linear and nonlinear damping, without restrictions on the damping
constant. The damping term, which models physical effects such as porous media flow, drag,
friction, and dissipation, also provides a mathematical advantage by improving the regularity
of solutions compared to the classical Navier-Stokes system.

Our results cover the cases of positive and negative damping constants and yield existence
theorems under different ranges of p and spatial dimensions. In particular, we prove solvability
even in borderline situations, such as when p = —A1, where coercivity is lost and traditional
minimax arguments typically fail. The general minimax framework we introduce is flexible and
can be adapted to other nonlinear PDEs, especially when symmetry or structural properties are
involved.

1. INTRODUCTION

In this article we study the n-dimensional stationary Navier-Stokes equations with a damping
term,
—Au+ (u-Vu+ plulPu= f(z)+ VP VYreQ

Vu=0 Vre (1.1)
u=0 Vzed
where 2 C R” is bounded, p > 1 and p € R. We address both linear and nonlinear dampings
and we are allowing p to take both positive and negative values. Here u = (u1,us, ..., u,) is the

velocity, P stand for scalar pressure and f is the external force.

The analysis of the Navier-Stokes equations is a central theme in mathematical fluid mechanics.
For the classical evolutionary system without damping, the existence of global weak solutions
was established by Leray [I1] and Hopf [6], but the uniqueness of weak solutions and the global
existence of strong solutions remain open problems. These longstanding challenges have motivated
researchers to study modified models where additional terms improve the mathematical structure
of the equations.

One such modification is the inclusion of a damping term of the form p|u[P~2u. From the
physical viewpoint, this term models resistance to motion and arises naturally in contexts such
as porous media flows, drag or friction effects, and other dissipative mechanisms (see [7), 23]).
From the mathematical viewpoint, damping often leads to better control of solutions, sometimes
yielding results that are out of reach for the standard Navier-Stokes equations. This has stimulated
extensive research on the evolutionary Navier-Stokes system with damping, leading to results on
global existence, regularity, decay rates, attractors, and stability (see, e.g., [2, [8 O} 10, 20| 25| 24]
20]).

In contrast, stationary Navier-Stokes equations with damping have received comparatively less
attention. Some existence and uniqueness results are available for the case p > 0 [13], and there is
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growing literature on numerical approaches (see [12] [14, (18| [19, 27]). However, general variational
approaches capable of handling both positive and negative damping, as well as borderline cases
where coercivity is lost, are still lacking.

In this work, we develop a new minimax principle on convex subsets of Banach spaces and
apply it to the n-dimensional stationary Navier-Stokes equations with damping. Our framework
is broad and flexible: depending on the choice of convex set, it allows us to obtain solutions with
additional structural properties, such as symmetry. With this method we prove existence results
for both linear (p = 2) and nonlinear damping, without restriction on the damping constant, and
even in the critical case 4 = —A;. This general minimax principle is of independent interest and
may find applications to other nonlinear PDEs beyond the Navier-Stokes system.

In this work, we consider the Banach space

V ={u€ Hj(Q)NLP(Q),V.u =0},
equipped with the norm
Jull :=llull ) +llullze @)

Let Au be the operator Au := (u.V)u, and K be a convex and weakly closed subset of V. We
shall define M : K x K — R as follows,

M(u,v) = %/Q IVl dz — %/Q|Vv|2dx + /Q(Au ) — %|u|p_2u)(u Coydr, (1.2)

where f € L?(2). The following variational principle on general convex sets K is a key component
in our arguments. It is also broad enough to deal with various other cases by choosing a convex
set K accordingly.

Theorem 1.1. Let K be a conver and weakly closed subset of V. Assume that the following two
assertions hold:

(i) There exists w € K for such that
M(u,v) <0, YveK,

where M is defined in (1.2)).
(ii) There exists v € K such that

~AD+ VP = f(z) + |a|P"%u — Aq,

in the weak sense, i.e.,

/ Vo.Vndx = /(f(ac) + |a|P~%a — Aw)ndz, VneV.
Q Q
Then u € K is a weak solution of the equation

~Au+ Au = f(z) + VP + |[ulf2u.

It is worth noting that the primary consequence of this theorem centres on the choice of K, i.e.,
by choosing an appropriate K, one is able to establish the existence of a solution enjoying all the
properties induced by the set K (see Remark for an application where the problem has
some symmetry properties). Also, Condition (i) in Theorem is most of the time guarantied
because of the well-known Ky Fan’s min-max principle by Brezis-Nirenberg-Stampacchia [I]. We
provide more details of how to apply the above theorem in the sequel. As an application of the
above Theorem we first prove the following result.

Theorem 1.2. Let Q be a bounded C? domain in R™ and p < 0. Then for f € L*(Q)) small
enough, the following statements hold:
(i) Forn <4 and p > 2, the Navier-Stokes equation (1.1)) has a solution u € W22(£).
(ii) For5<n <7and2 < p < 27?_744, the Navier-Stokes equation (1.1) has a solution in
W22(Q).
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In both cases there exists a scalar function P : ) — R and a constant C' > 0 such that

[Au| L2 @) IV Pl L2(0) < C(||f||L2<Q)+||UWZ§<Ll)+|IUH3V1,2*(Q)||U|\ig(m)~ (1.3)

where 2* = 2n/(n — 2).

When the constant p in the damping term is non-negative we can cover higher values for p as
shown in the following theorem.

Theorem 1.3. Let 2 C R™ be a smooth bounded domain and p > 0. Suppose that p > 1 and
J € L%(Q). Then there exists u € V such that the following holds:
(i) If n > 2, then

/VU.VT]dI+/ |u\p*2un+/Au ndz:/f(x)ndx, Vn € CH(Q), with V.n = 0.
Q Q Q Q

(ii) If n <4 orp >4, then
Vu.Vndz +/ |ulP~?u n dx —l—/ Aundx = | f(x)ndx, VneV.
Q Q Q Q

We would like to remark that the solution we are getting in part (i) of the above theorem is
weaker than the one we are getting in part (ii). This is so because all the test functions n in part
(i) are coming from C(Q) on contrary to part (ii) where the test functions 7 live in a less regular
space H}(Q) N LP(9).

We shall also deal with the linear damping term where p = 2 for positive and negative values
of p. To state our result we first recall the following standard fact about the first eigenfunction of
the Laplacian on bounded domains. Recall that

B Jo V|2 da
1= min AT R
veH N0} fo [V dx
where the minimum is taken over all ¢ : H}(Q) — R. Note that in Theorem we have already

covered the case 1 > 0. Here is our result for the linear case where we are allowing negative values
for p.

Theorem 1.4. Let Q2 be smooth bounded domain in R™ and p = 2. Assume that —\; < p < 0,
and f € L*(). Then there exists u € V such that the following assertions hold:

(i) If n > 2, then

/Vu.Vnda:—&—p/undm—i—/Aundx:/f(ac)ndx, Vn € CHQ), with V.n=0.
Q Q Q Q

(ii) If n <4, then

/Vu.Vnder,u/under/Aundx:/f(:r)ndx, Vn e V.
Q Q Q Q

The highlight of the above theorem is the case where y = —\; in which case one losses the
coercivity required in most minimax arguments.

Remark 1.5. Even though our main objective in this paper is to prove existence results having
a damping term in mind, we would like emphasize that the applications of Theorem goes well
beyond this goal. In light of this remark, let us define the maps 71, 7o, 3 : Q C R? — Q as follow:

m1 (21, T2, 73) = (— 1, 2, 73),

To(T1, 22, T3) = (71, —T2, T3),

m3(71, 22, 73) = (71, T2, —T3).

We consider the 3D case of the stationary Navier-Stokes equations with damping presented in
equation (1.1]). Assume that € is invariant under the maps 71, w9, 73 :  — Q. Moreover, assume
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that Kg is a subset of V' containing all u € V' with the following properties:
uy (21, T2, 23) = —uy(—x1, T2, x3),
ug (21, T2, 23) = ug(—x1, 2, x3), (1.4)
us(z1, T2, x3) = uz(—x1, T2, x3).
Furthermore, assume that f(x) € L?(2) also holds the same properties; i.e.,
fi(zr, @2, 23) = — fi(—w1, 22, 23),
f2($1,172,$3) = f2(-171,$2,$3),
f3(x1, 22, 23) = f3(—21, 22, 73).

Then, the solution u = (uy,us,u3) obtained in Theorems and is symmetric in the
sense (1.4]). Indeed, the symmetry of solutions follows from the uniqueness of the solution to the
corresponding linear problem.

The article is organized as follows. In section 2, we prove Theorems [I.1] and [I.2] through a
minimax principle. Section 3 is devoted to the proof of our results in Theorems 3 and [T

2. A MINIMAX PRINCIPLE AND THE PROOF OF THEOREM

In this section, we first prove an adapted version of variational principle presented in Theorem
[L:T] which is applicable specifically to our problem when p < 0, and p > 2. Afterwards, we proceed
with the proof of Theorem

We consider the Banach space V = {u € H}(2) N LP(Q), V.u = 0} equipped with the norm

Jull =lull g2 )+ lullLe )

Let Au be the operator Au := (u.V)u, that is

(Au,v>:/ Auv—/ Zuk

7,k=1
Let K be a convex and weakly closed subset of V. As stated in Theorem we shall consider
the functional M : K x K — R given in (|1.2).
Proof of Theorem[1.1} It follows from condition (i) in the theorem that there exists u € K such
that . )
/ Valde— = [ [Vol2dz < /(f( )+l - AD@— o) dr WwEK. (1)
Q Q

It also follows from (ii) that there exists v € K such that

/ Vo.Vndr = /( (z) + |a|P~2?a — Au)ndz, YneV. (2.2)
Q Q
Substituting 7 = u — v in the latter equality gives
/ Vo.V(a—v)dr = / (f(z) +|aP~2a — Aa)(a — 0)dx, VYneV. (2.3)
Q Q

Setting v = v in and taking into account the equality (2.3| . we obtain that
/ Vo.V(u—v)dx > = / \Va|? de — / |Vo|? da. (2.4)
On the other hand, it follows from the convexity of g(t) = %tz that
/ Vo.V(a—v)dr < 1/ |Va|? de — 1/ |Vo|? da. (2.5)
Q 2 Jo 2 Jo

Inequalities (2.4)) and (2.5)) together imply that

/V@.V(a—z‘;)dx:%/ |vu|2dx—3/ |Vo|? da.
Q
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/ Vi — Vo|> =0
Q

from which it follows that v = @ for a.e. z € Q. Hence, the equality (2.2]) proves the desired
result. (]

Therefore,

We shall apply Theorem to prove the existence of solution in Theorem The convex

subset K of V required in Theorem [1.1]is defined by

K(r)={u eV |ullwz2@q) <}, (2.6)
for some r > 0 to be determined. To see that K(r) is weakly closed, we present the proof of this
statement in the following lemma.
Lemma 2.1. Let r > 0 be fixed. The set

K(r)={u eV :|ullw22@) <7}
is weakly closed in V.

Proof. Let {u,,} be a sequence in K(r) such that u,, — u weakly in V. Then there exists
a subsequence of u,,, denoted by u,, again such that u,, — u a.e in €. On the other hand,
[um |l w220y < r for all m € N and so {u,,} is bounded in W*2(Q). Going if necessary to a
subsequence, there exists 4 € W22(Q) such that u,, — @ weakly in W22(Q) and u,(z) — @(z)
for a.e. z € Q. It follows then u(z) = u(z) for a.e. x € Q. Thus u,, — u weakly in W22(Q). Now
from the weak lower semi-continuity of the norm in W?22(€2) follows that

HUHWQQ(Q) S lgliglof”umnwzz(g) S T,
which means that u € K(r). O

To apply Theorem we need to verify both conditions (i) and (ii) in this Theorem. To verify
condition (i) we use the following version of the well-known Ky Fan’s min-max principle [I]. We
refer to [B) Lemma 12.1] for a proof.

Lemma 2.2. Let E be a closed convex subset of a reflexive Banach space H, and consider M :
E x E — R to be a functional such that:

(1) For each y € E, the map v — M (x,y) is weakly lower semi- continuous on E.
(2) For each x € E, the map y — M (z,y) is concave on E.

(3) There exists v € R such that M (z,x) <~y for every x € E.

(4) There exists a yo € E such that Eg = {x € E : M (x,y0) < v} is bounded.

Then there exits T € E such that M(Z,y) <~ for ally € E.

One of the requirements in Lemma is the lower semi-continuity of M(. ,v) for a fixed v. To
verify that, we begin with the following Lemma.

Lemma 2.3. For each v € K, the map u — (Au,v) is weakly continuous on K for the values of
n,p in Theorem[1.3

Proof. Fix v € K, and let 4™ — u weakly in K. We have

ou;
[(Au™ Auv‘—‘ Z/ up 8 _ukauivj)dw‘
m Au™ — .
= Z/ —uk 1;]]61}] +U]c(u]amkuj)’ljj)dl“
7,k=1

IA

5| dx.

z/\w

> o

7,k=1

UJ
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On the other hand, by Holder inequality we conclude that

> [ vj]_n — ol e[Vl <l = ullpaljol | V™ o
J,k=1
Therefore,
(™ ) — (A )| <™ — g ol [V e+ 3 /[ LG el 0 Y
63%

7,k=1

Moreover, since the space W22(Q) is compactly imbedded into L*(€), for all n < 7, it follows
that u™ — u strongly in L*(Q). Furthermore, since u,v are in W22(Q), we deduce from Holder’s
inequality that ugv; € L2(2). Finally, since Vu™ — Vu weakly in K, by definition of weak
convergence the result follows. O

Lemma 2.4. Fro each v € K, the map u — M (u,v) is weakly lower semi-continuous on K for
the values of n,p in Theorem[1.2

Proof. Let v € K be fixed and u,, — u weakly in K. Since < Au,u >= 0 resulting from (L.2)) we
have
1 1
v) = f/ |Vul? de — (Au,v) —/ f@)udr — f/ |u|P dx

/|u|p 2uvdr + = /|Vv|2dx+/f Judz,

Now we shall Verlfy lower semi-continuity of every single part in | 2.7) separately. Note that the
last two terms in are constant with respect to u.

e Since the function g(u) = |u|? is convex, it can easily be shown that

(2.7)

/\Vu\degliminf/ |Vu™|? dx.
Q m—» 00 Q

that implies the map u — [, [Vu|? dz is weakly lower semi-continuous.
e The map u — — fQ Au.v dx is weakly lower semi-continuous by Lemma
e Since f € L?(Q), applying the definition of weak convergence leads to

/ f(z) ude = liminf/ f(z)u™ du.
9 n—o0 Q

e The map u — fQ |u|P dz is weakly lower semi-continuous for n, p in Theorem because
(i) if n <4, then W22(Q) is compactly imbedded into LP(Q) for all p > 2, and
(ii) if 5 <n < 7, then W22(€) is compactly imbedded into LP(£2) for all 2 < p < 2.
It then follows for both of cases that

hm/|um| /|u\Pd17

e The map u — [, |u[P~?uvdx is weakly lower semi-continuous for n,p in Theorem
because
(i) if n < 4, then W?22(Q) is compactly imbedded into L2®~1(Q) for all p > 2, and

(i) if 5 < n < 7, then W22(Q) is compactly imbedded into L2®=1(Q) for all 2 < p <
2n—4
n—4 "

In both cases, we have |u[P~2u € L*(Q) from which we deduce that the map u —
Jo, [ulP~?uv dz is continuous functional and

lim / \um|p72uvdx:/ |u|P~2uw de.

This completes the proof. O

We are now in a position to state the following result addressing condition (i) in Theorem
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Lemma 2.5. Let K = K(r) be a convexr and weakly closed subset of V' defined in (2.6). Let
M : K x K — R be defined as (1.2) and n,p as in Theorem , Then there exists u € K such
that

M(u,v) <0 YweK.

Proof. We shall show that the function M satisfies all the conditions of the Ky Fan’s Min-Max
Principle presented in Lemma The condition (1) is provided by Lemma For each u € K,
the map v — M (u,v) is concave on K since M (u, v) is a linear functional with respect to v except
—3 Jo |Vv|? dz, which is in fact concave. Also we have M (u,u) = 0 =~ for every u € K. Finally,
since u € K we have that |[ully22(q) < r. Thus, we can conclude that {u € K : M(u,v) <0} is
bounded. It now follows by Lemma that there exists u € K such that

M(a,v) <0 YveK,
as desired. 0

Our next task consists of verifying condition (ii) in Theorem To do this, we start with the
following two lemmas, which provide us the required estimates. Hereafter C will denote a positive
constant, not necessarily the same one.

Lemma 2.6. Let Q C R" be a bounded domain and 1 < p. Then for any u € K(r) we have

— —1
1+ ol = Aoy < (12l Hluln e oyl 5 )

Proof. Let u € K(r). By Holder’s inequality we have
Hf + [ufPu — AUHLz(Q) §Hf||L2(Q)+||up_1||L2(Q)+||Au||L2(Q)

2n
n—2

)

—1 *
<Nl Il gy HIT e gl (where 2° =
-1
<Nl Il gy Hlln e 1 5 -
as desired. (]
Lemma 2.7. Let p > 2 and C > 0 be given. Then there exists 0 < r € R which satisfies
CIfllzz) + =t +rt) <,
where || f||z2(q) be small enough.
Proof. Since p > 2, we can choose r such that

CrP~t 41 <

N =

Now if C| f||z2(q) < § then we have
Clfllz@) + P~ +1%) <,
as desired. O

Here is another useful results that we shall use in the sequel. See [3, Theorem 1.2] for a more
general version of the following result.

Lemma 2.8. If g € L*(Q), then there exists u € W2(Q) N H (), a scalar function P: Q — R
and a constant C such that

Au+VP=g, V-u=0, ulpg=0,

and
rVertAul|L2)+IV Pl L20) < Cllgll2(o)-

The following inequality is proved in [4, Lemma 9.17].
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Lemma 2.9. Let Q be a bounded C' domain in R™ and let the operator Lu = a%(x)D;ju +
b'(z)Dyu + c(z)u be strictly Elliptic in Q with coefficients a;; € C(), b;,c € L*>®(Q), with i,j =
1,...,n and ¢ < 0. Then there exists a positive constant C (independent of u) such that

rVertu|wer) < Cl|Lul| 1y ),
for all uw € W2P(Q) N W P(Q), 1<p< oco.
Here comes a direct consequence of Lemma [2.9

Corollary 2.10. Let Q be a bounded C' domain in R™. Then there exists a constant C' such
that

[ullw22() < CllAul|rz().,
for all w € W32(Q) N H ().
We are now ready to prove Theorem

Proof of Theorem[I.34 Without loss of generality we may suppose that y = —1. We define K =
K(r) for r > 0 to be determined presently. By Lemma we have the existence of a non-trivial
u € K such that

M(a,v) <0 YveK.
Now we shall show the existence of  that satisfy condition (ii) in the theorem. Consider
g(x) = f+ |aP~ta — Aa.
Thus we have to show there exists v € K that the following equation holds in the weak sense,
—Av+ VP = g(x). (2.8)
By Lemma there exists © € V which satisfies and
[AD][2(0) VPl 20) < Cllgllr2(e). (2.9)
It is sufficient to show that v € K. The estimate together with Lemma imply that
1A% 2oy HIV Pl gy < CILf + P~ — Aa

. ) ) (2.10)
< O (1l HITI o 1 e 12 )
On the other hand, Corollary together with (2.10]) yield that
[5]lw=220) < CllAT|L20) < C(1AT]| L2 (0) HI VPl 12(0) (211)

_ —1 _ _
< O HITI S o 2 5 )
From the imbeddings of W?22(Q) < L*®~1 and W?2(Q) — WH2"(Q) we obtain from (2.11))
that
ollwz20) < C(ILF 2y Hlullhzz o) Hlalvee @il q))- (2.12)

Let r be as in Lemma for C given in the last inequality above. The inequality (2.12)) and
Lemmas [2.7] yield that

[llw220) < CUIfllz2@) + 7P~ +rt) <7,
where || f||z2(q) is small enough. That means v € K and so © = @. This completes the proof of (i)
and (ii). Now the inequality (2.10) concludes that

18] 2@+ VP2 < C(IFllz2@ Il a0 il @ lulf g qo)- (2.13)

O
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3. PROOF OF THEOREMS [I.3] AND [ 4]

We need some preliminary results before proving the theorems in this section. We consider
the same notation for the Banach space V = {u € H}(Q) N LP(Q),V.u = 0} with norm |jul| =
wll () +llull o (o). Where € is a bounded domain of R", the operator Au = (u.V)u may not be
defined on whole space H{(€2). Although, there exist constant C' such that

- ou,;
ol = | [ 30w < Clullie IVul ool
g k=1

which means that for the dense linear subspace
E={uecCHQ),V.u=0}
of V', we have that A is well defined. We shall define ® : V' — R by

1 1
@(u)zf/ |Vu|2dx+f/|u|pdxf/fudx.
2 Ja pJa Q
We also define H : V x V — R by

H(v,u) = ®(u) — ®(v).
For r > 1, we set
K(r)={ueV;i|ul <r},
that is convex and weakly closed in V by similar arguments as in the proof of Lemma [2.1} Let
Ko(r) = K(r)NE,
and define M : K(r) x Ko(r) = R by
M(u,v) = H(v,u) — (Au,v). (3.1)

When g > 0 in the damping term, we shall use a different version of Ky-Fan minimax theorem
(See [5, Lemma 12.1]) for a proof). This version is more practical when one expects less regularity
of the solution. For a subset set D, we denote its convex hull by conv(D).

Lemma 3.1. Let ) # D C E C H where E is a weakly compact convex set in a Banach space H,
and consider M : E x conv(D) — R to be a function such that:

(1) For each y € D, the map x — M (x,y) is weakly lower semi- continuous on E.
(2) For each x € E, the map y — M (x,y) is concave on conv(D).
(3) M(z,z) <0 for every x € conv(D).

Then there exits T € E such that M(Z,y) <0 for ally € D.

Proof of Theorem[I.3 Without loss of generality we may suppose that g = 1. By similar argu-
ments as in Lemma for M defined in we obtain that

e For each v € Ky(r) the function u — M (v, u) is weakly lower semi-continuous.

e For each u € K(r) the function v — M (v, u) is concave.

o M(u,u) =0,Yu € Ko(r)
Now we can apply Ky-Fan minimax principle (Lemma , which yields there exits @, € K(r)
such that

M(a,,v) = H(v,a,) — (Ai,,v) <0, VYve Ko(r) (3.2)

Substituting v = 0 in the latter inequality implies that ®(u,) < 0. Now the coercivity of the
functional ® follows that {&@,}, is bounded in V and so there exists a sequence r, — oo and
@ € V such that u,, — @ weakly in V. If v € E is fixed, then from and the weak lower
semi-continuity of the functions involved, we obtain

H(v,u) — (Au,v) <0 (3.3)

This indeed implies that

sup  (A@,v)+ inf H(z,u) <0 (3.4)
veER,||v||p<1 ll=lI<1
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Therefore,
sup  (Aw,v) < — inf H(z,u) < oc. (3.5)
veEE,|v|| <1 llz]l<1
This implies that the linear functional I : E — R defined by I(v) =< A, v > is continuous. It now
follows from the bounded linear extension theorem that [ can be extended to a bounded linear
operator L : V — R with the same operator norm as [. It then follows that there exists Awe v
such that

(A, v) =< Ad,v >, YoveE. (3.6)
This together with (3.3)) yield that
H(v,u) — (Au,v) <0, YvekE. (3.7

But since F is dense in V' and expression (3.7)) is continuous with respect to v, we can conclude
that

H(v,a) — (Aa,v) <0, YveV. (3.8)
Now by substituting v =« 4+ tn, n € V, into (3.8 we obtain that
H(a+tn,u) — (Au,u+tn) <0, VteR. (3.9)

Dividing (3.9) by ¢ > 0 and letting ¢ converge to zero yields that
Va.Vndr + | |alP~%andr — / fndz+ [ Aun>0, VneV. (3.10)
Q Q Q Q
Now substituting n by — in (3.10) we deduce the opposite inequality and thus

/Vﬁ.Vﬂdm+/ |ﬂ|p*21‘md;v—/f77dm+/fm77:07 Ynev. (3.11)
Q Q Q Q

This together with (3.6]) follow that

/Vﬂ.Vndx+/|ﬂ|p_2ﬂndx—/fndx—&—/AﬂnzO, Vn e E.
Q Q Q Q

This completes the proof of part (i).
For the proof of the second part we consider two cases n < 4 and p > 4 separately.

Case 1: (n <4). Let v € V. If n < 4, then 4 < -22. From continuous imbedding of Sobolev

n—2

space Hi () into L*(€2), and by the Hélder inequality we obtain for operator Au

- ou;
o)l =] [ g < Clluvlae| Tl zz
Q2 k=1 Oz
< Cllullzao lvll za@llull g @) < oo

This means, the operator Au is well defined on V. Since E is a dense subspace of V', from
uniqueness of the bounded linear extension theorem we have (Aw,v) =< Au,v >, Yo € V. Now
the result follows from (3.11)).
Case 2: p > 4. For v € V, since V C LP(Q) we can deduce that

[(Aw, 0)] < Cllwvl| 2@Vl L2) < Cllullay @ llullwr @l

|| 2p < 0

LP=2(Q)
where the last inequality follows from }%’2 < p. Thus operator Au is well defined on whole V' and
this completes the proof. O

We would like to remark that in the last part of the proof we make extensive use of % <p.

Note that if 2 < p <4 and n > 5, then % > p, and there is no guarantee for Hv||L27p2(Q) < 00.
2
As we have just seen, the case of y > 0 with the linear damping term was covered in the theorem
[I:3] But for pu < 0, due to an essential role of Lemma [2.7)in the proof of theorem [I.2] we were not
be able to deal with the linear damping term in this theorem. However, with a similar argument
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to theorem we would be in a position to manage it separately. Note that when p = 2 we have
that V = {u € H}(Q2), Vu = 0}, and

1
:f/|Vu|2dx+H/|u|2dx—/fudnc.
2 Ja 2 Jo Q

Proof of Theorem[I.4) In the same way as in proof of Theorem it follows from the Ky-Fan
minimax principle (Lemma[3.I]) that there exits @, € K(r) with

M(a,,v) = H(v,a,) — (Ai,,v) <0, Vove Ko(r). (3.12)

Now we claim that {@,}, is bounded in V and so there exists a sequence r, — 0o and @ € V such
that uw,, — @ weakly in V. Thus, by similar arguments as in proof of Theorem we obtain the
result.

Now to complete the proof we have to show the claim. Assume, by contradiction, that {@, }, is
unbounded. So there exists a sequence r,, — oo such that {a,, }n, is unbounded. By substituting
v =01in we obtain that

o(ay,, ) /|Vurm|2dﬂc+ /|ur |2dx—/fur dz < 0. (3.13)

Let t2, = [, |V, | dz, and w,, = "t::“ Note that [[wm| 1) = 1. Thus, there exists a
w = (z1,...,2,) € V such that w,, — w weakly in V. It follows that w # 0, because dividing
- 3.13) by t2, we obtain

1
3 + = / |w, |? do < —/ f wpy dx, (3.14)

and letting m — oo, due to the compact imbedding H}(Q) < L?*(2) we obtain that
1
5T B/ lw|* dz <0, (3.15)
272/,

which implies w # 0. Also, we have

1 1

1
_7+B/|w|2dx.
2 Ja

This estimate together with (3.15) yield that
/ |Vw|? da + ,u/ lw|* dz < 0.
Q Q

Therefore,
Jo IVw|? dz
EAYE I - 3.16
fQ |'LU|2 d],' — /’I” ( )
from which with hypothesis —A; < p of theorem we obtain that
Vw|?d
JolVulide (3.17)
fQ |w|? dz

On the other hand, for first eigenvalue A\; of —A we have
fQ [Vw|? da _ E?:l fQ |V2i[? da > s fQ 2} da

= =A 3.18
T Y S > : (319
where w = (z1,...,2,). It then follows from (3.17) and (3.18) that
fQ Vw|2 dx
A = S 3.19

from which we obtain that

/\Vzi|2dw:)\1/ 22de, (i=1,.,n).
Q Q
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Therefore,
—AZZ' :)\1211'7 1= 1,...,n. (320)
Since the first eigenvalue of the —A is simple it follows that there exists o = (aq,...,a,) € R®
such that
Zi :Oéﬂ/}l, 1= 17...777,, (321)

where 91 > 0 is the unique eigenfunction of —A corresponding to Ay with [[¢1][z2(q) = 1, i.e.

=AY =M1, Pilaa = 0.
Since V.w = 0, it follows from (3.21)) that

0=>" Oz _ 1 _ . (3.22)

(673
~ Ox; : ox;
i=1 1=1

Now let = be an interior point of 2 and Z the closest point on d{2 to z such that 7 — z = Ca
for some constant C' € R, and the line joining x to Z lies in . Define ¢ : [0,1] — R by

gt) =tz + (1 — 7).
It can be easily deduced from that

g #) = (x—2).Vi(te + (1 —t)Z) = Ca.Vii(tz + (1 — t)T) = 0.
Thus, g is a constant function and since 91 |gn = 0 we have

g(t) =g(0) =¢1(z) =0, Vte]l0,1],
which implies that 1 (x) = 0. This is the contradiction we wanted. O
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