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FINITE-TIME STABILITY FOR FUZZY FRACTIONAL DELAY
DIFFERENTIAL EQUATIONS WITH GENERALIZED CAPUTO
DERIVATIVES

KHADIJA ELHAKIMY, ISMAIL SADOUKI, ALI EL MFADEL, SAID MELLIANI

ABSTRACT. This work is devoted to the analysis of fuzzy fractional delay differential equations
(FDDESs) governed by the generalized Caputo fractional derivative (GCFD). By combining step-
wise approximation methods with suitable Gronwall-type inequalities, we establish the existence
and uniqueness of solutions. Furthermore, we derive explicit criteria that guarantee the finite-
time stability. The theoretical contributions are illustrated with numerical simulations, confirm
the analytical findings and demonstrate the effectiveness of the proposed framework in capturing
the dynamical behavior of fuzzy fractional delay models.

1. INTRODUCTION

Over the past ten years, fuzzy fractional analysis and fuzzy fractional differential equations
(FFDESs) have gained considerable attention for modeling dynamical systems with imprecise data.
Pioneering studies by Allahviranloo et al. [5] explored explicit solutions and existence-uniqueness
for FFDEs under Riemann-Liouville and Caputo fuzzy derivatives. Lupulescu [20] formulated
a fractional calculus framework for interval-valued functions, later applied to FFDEs. Fard and
Salehi [24] studied fuzzy variational problems using the Caputo derivative, while Hoa [I4] extended
Caputo fuzzy derivative theory to orders in (1,2), establishing solution uniqueness. Hoa and Vu
[13] investigated qualitative properties of implicit FFDEs with Caputo, Riemann-Liouville, and
Hadamard derivatives. Long et al. [I8] introduced Caputo fuzzy partial derivatives for multi-
variable functions, addressing fuzzy fractional partial differential equations. Research on FFDEs
has largely centered on operators such as the Riemann-Liouville, Caputo, Caputo-Hadamard, and
Caputo-Katugampola derivatives within the generalized Hukuhara derivative framework. The
choice of fractional derivative is guided by the alignment of experimental data with theoretical
models, necessitating more flexible fractional operators that interpolate between classical forms.
Samko [25] introduced the generalized fractional derivative, defined for a real-valued function w
with respect to a function . Almeida [6] advanced this by proposing the GCFD , which unifies
various fractional derivative types. Recent studies have leveraged the GCFD Baleanu et al. [7]
investigated the well-posedness of terminal value problems for nonlinear systems, Wu et al. [28§]
applied it to linear systems with non-homogeneous terms, and Luo et al. [19] used it to study
the qualitative behavior of solutions to fractional uncertain differential equations driven by the
Liu process. Furthermore, Fan et al. [I2] laid the groundwork for general fractional calculus in
the space of interval-valued functions, providing a theoretical basis for future advancements in
FFDEs. Continued exploration of the references cited in these works offers valuable insights into
the evolving landscape of generalized fractional operators and their applications. The reader may
refer to the recent works [, [3, 4 2T 10} 1T}, 29] for more details.

Stability analysis is a cornerstone of control theory, especially in modeling dynamic systems.
FTS, which ensures that system trajectories remain bounded within a specified time interval, has
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garnered significant interest due to its practical importance. Unlike asymptotic stability, which
addresses long-term behavior, FTS focuses on state boundedness over a finite duration, making it
ideal for time-critical applications. A system is deemed finite-time stable if its states stay within
prescribed bounds during a given time window. Time delays, which account for memory effects in
real-world systems, are often critical to include in dynamic models. In [I7], Lazarevi¢ pioneered
the study of FTS in fractional-order delay differential systems by establishing sufficient conditions.
Since then, the field has advanced rapidly in both theoretical and applied domains, utilizing various
fractional derivative definitions. The literature on FTS in fractional delay systems splits into two
primary approaches Chen et al. in [9] use Holder-type inequalities and analytical methods to
derive straightforward sufficient conditions for FTS in nonlinear fractional systems with delays,
while Zhang et al. [30] focus on systems with variable coefficients. Additionally, Naifar et al.
[22] employed the fractional Gronwall inequality to study FTS in linear time-delay systems, an
approach extended to nonlinear systems with time-varying delays by Phat et al. [23]. Extensive
investigations into FTS across fractional differential systems have been conducted, yet the case
of FDDEs with time-varying delays, approached through the fuzzy framework and the GCFD,
remains largely uninvestigated. This important literature gap forms the central motivation for the
current research.

In this article, we aim to fill this gap by investigating the finite-time stability (F'TS) of fuzzy
fractional delay differential equations (FDDEs) within the generalized Caputo fractional derivative
(GCFD) framework. Specifically, we consider the system

Cngrww(l/) =Hv,ww),wlv-r)), veJ=I[01T],

wv) =o(v)€F, wvel-ro0, (1.1)

where
e 5€(0,1) and r > 0.
e The interval J is partitioned as J = U}_[kr, (k+ 1)r]U [(n + 1)r, T].
e § the space of fuzzy numbers.
e The function H : J X § X § — §, which is jointly continuous and satisfies the condition

H(v,0,0) = 0.

e The operator CDgrpw represents the GCEFD of the fuzzy-valued function w with respect
to the lower limit 0F.

e The initial function p(v) is assumed to be continuous on the interval [—r, 0].

e The function v : J — R belongs to the class K, which consists of functions ¢ € C! that
are strictly increasing, positive, and satisfy ¢’(v) # 0 for all v € (0,T).

Our work provides new insights into the interplay between fuzziness, memory effects, and delay
phenomena in fractional dynamical systems. The structure of the paper is as follows: Section
2 covers the essential groundwork, including notations and fundamental concepts needed for the
main results, and presents the explicit solution for . Section 3 investigates the existence and
uniqueness of solutions, proposing two separate methods to establish the FTS of with appro-
priate sufficient conditions. Section 4 offers a range of examples that substantiate the theoretical
findings and illustrate the practical relevance of the suggested approaches.

2. PRELIMINARIES

The following concepts are fundamental to understanding the structure and operations within
§ we direct readers to [§].
For any fuzzy number z € §, the (-cuts set for ¢ € (0, 1] is defined as

[2]° = {20 € R | 2(z0) > C},

and the 0O-cuts set is given by

[2]° = {20 € R | 2(z0) > 0}.
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Each [2]¢ forms a closed interval [z(¢),Z(¢)]. The zero fuzzy number 0 € § is defined by

A 1 if o = 0,
0 =
(o) {0 otherwise.

According to Zadeh’s extension principle, addition and scalar multiplication in § are defined
for all ¢ € [0,1] as

[21 + 2] =[] + [22],  [M21]® = Az,
where
[21]¢ + [22]¢ = [2(¢) + 22(¢), Z1() + Z2(Q)),

and

MZ1(¢), Az1(Q)] if A <.

Alternatively, these operations can be expressed as

Az = {[M(C)AA(O] if A >0, 21)

[21]¢ + [22]° = {@o + o : w0 € [21), w0 € [22]°},  Alza]® = {Awo : mg € [21]}.
The diameter of the (-cuts set of z is
d([:]°) ==2(¢) = 2(¢). ¢ e[0,1].

The Hukuhara difference z1 © 29 exists if there exists z3 € § such that z; = 29 4+ z3. The
generalized Hukuhara difference (gH-difference) extends this concept and is defined as

() 21= 2z +725 or

(i) 22 = 21 + (—1)z3. (2.2)

2199H32:Z3<:>{

Case (i) applies when d([21]¢) > d([22]¢), and case (ii) when d([21]¢) < d([22]¢).
The metric on § is defined via the Hausdorff distance

Do[z1,22] = sup H([Zl]cv[@]c)’
¢€[0,1]

where
H([1]%, [22]%) = max{|z1(¢) — z2(Q)1: [71(¢) — (O[3
A function w : [a,b] = T — F with fuzzy values is defined as d-monotone if, for any fixed

¢ € [0, 1], the function v + d([w(v)]¢) is monotonic across J.

Definition 2.1 ([§]). Consider a fuzzy-valued function g : (a,b) — §. The gH-derivative of g at
a point v € (a,b) is expressed as

g/(ll) — hm g(y + h) @gH g(l/) .

2.2
h—0 h ( )

The function g is deemed gH-differentiable at v if the limit exists and belongs to J.

Let C1(3,F) denote the space of all fuzzy functions w : 3 — §F that are generalized Hukuhara
differentiable (gH-differentiable) on J and whose gH-derivative w’ is continuous, i.e., w’ € C(J,F).
For g,f € C(J,5), we define

D.[g,f] = sup Dolg(v), §(v)]-

Under (C(7,5), D.) is a complete metric space.
A function H : 7 x C(3,§) — § is jointly continuous at (vg,wp) if

Ve > 0,30 > 0 such that |v — vg| + Do[w,wo] < § = Do[H(v,w), H(vy, wo)] < €.

The notation Cy(7J,F) refers to the space of jointly continuous functions.
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Definition 2.2 ([6]). Consider ¢ € K, where K consists of strictly increasing, positive, C-
functions on J with non-vanishing derivatives on (a,b). The generalized Riemann-Liouville fuzzy
fractional integral of order 5 € (0,1) for a fuzzy-valued function g : J — § is given by

°Iﬁw /w l, g(s)ds, forv > a,

where ©,, s = ¥(v) — ¥(s), and F() denotes the Gamma function.

Based on the GCFD framework introduced for real-valued functions in [0, [7] and extended to
interval-valued functions in [I2], we propose an extension of the generalized fractional derivative
definition to the context of fuzzy-valued functions.

Definition 2.3. Suppose v € K, g € (0,1), and let g : T — § be a fuzzy value function where

CIiIﬁ “g(v) is gH-differentiable in J. The generalized Riemann-Liouville fractional derivative of
order 3 is given by
RL B 1=
D at 9( ) = W(CIG+ g(”))l,
equivalently written as
1
D) = s g VORI ) o> a (25)

Based on Definition the GCFD of the fuzzy-valued function g is defined in the weak sense
as follows.

Definition 2.4. Let ¢» € K, g € (0,1), and let g : T — § be a fuzzy-valued function. If the
generalized Riemann-Liouville fractional derivative #2D”¥g(v) exists on J, then the GCFD of g
is defined in the weak sense by

D}V g(v) = "D a() Sgn 0la)],
which can be equivalently expressed as
1 !
CDLaw) = 5o e () VR Srs@lds) . vsa (20)
Theorem 2.5 ([15]). Let ¢ € K and B € (0,1). If g € C1(3,3) is a d-monotone fuzzy function,
then the GCFD of g is given by

_3: 1 1 /
C B crl—pB;5v¢ 1

D =7 — g W)= ——— @M ds, v>a, 2.3
+g( ) at (wl(V)g( )) F(l—B) " g( ) ( )
where the term —w,l(u)g’(l/) denotes the scalar multiplication of a real-valued function with a fuzzy-
valued function.

Remark 2.6. Equation (2.3)) defines C’Dﬁ i g(v) as the strong-sense generalized Caputo fractional
derivative. Moreover, strong GCFD d1fferent1ability entails weak GCFD differentiability for all
g€ CL(3,%).

Using a proof of technique analogous to that employed in [I5, Prop. 1 and Corollary 1], we can
establish the following results.

Theorem 2.7. Let ¢ € K, 8 € (0,1), and let g € C(J,5F) be a d-monotone fuzzy function on the
interval J. Then, the following properties hold
(1) 2 (°DJVa(w)) = a(v) Ogm g(a);
(2) RLDM(CIM (v) =g(v);
(3) CDM(CIM (v) = g(v).
We set G(v) = H(v,w(v),w(v —r)). Similar to the [I5] Theorem 3], we also obtain the lemma
below.
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Lemma 2.8. Assume that G : j % $ s jointly continuous. Then, a d-monotone function
w € C([—r,T),§) solves problem (1.1) if and only if it satisfies
w( ) v € [-r0]

( )@gHQ / w @B 1G( ) ve ._7 (24)

assuming the right-hand side integral exhzbzts d-monotonicity on (0,T].

Proof. Consider w € C([—r,T],§) as a d-monotone solution to problem (1.1f) on J. For v € [—r,0],
it holds that w(v) = o(v). Then, for v € J, applying the operator CIOJ:Z’ to both sides of .
and according to property (i) of Theorem . we derive

w(v) S 0(0) /¢ )DIS1G(s)ds, veJ (2.5)

Consequently, w is a solution to . It is also known that the d- increasing property of ’s
left-hand side over J ensures the same d-increasing behavior for its right-hand side over 7.

Conversely, suppose that w € C([—r,T],§) is a d-monotone fuzzy function that satisfies equa-
tion 7 and that the integral on the right-hand side is d-increasing on J. It is straightforward
to verify that w(v) = o(v) for all v € [—r,0]. Since the fuzzy function G is jointly continuous, the
fractional integral CIéﬁwG(v) is also continuous, and satisfies CIgﬁ’G(O) = 0. Consequently, we
have w(0) = p(0).

In addition, since the mapping v — CIg J:pG( ) is d—increasing on J, applying the generalized

Riemann-Liouville derivative #& ’DO to equation ([2.4]) and invoking part (ii) of Theorem. along
with Definition 2:4] we obtain

DI u(v) = Gw),
which confirms that equation (1.1]) is satisfied. O

Definition 2.9. Let w : [-r,T] — § be a function that solves problem ([1.1)). It is a solution if
w € C([-r,T],F), adheres to w(v) = o(v) for v € [—r,0], and satisfies CDjr w(v) = G(v) on J.
We classify w as d-monotone if it is either d-increasing or d-decreasing throughout 7.

Remark 2.10. According to equation (2.2), which defines the generalized Hukuhara difference,
the integral equation can be recast as follows

If d([w(®)]¢) > d([0(0)]¢) for all v € J and every ¢ € [0,1], so that v — d([w(¥)]¢) is nonde-
creasing on J, then is expressed as

w(y v e [-r0]

w(v) = / (s G(s)ds, veJ (2.10)

If d([w(v)]¢) < d([0(0)]¢ ) for all v € j and every ¢ € [0,1], indicating that v — d([w(v)]®) is
nonincreasing on J, then ) becomes

wv) = o(v), ve[-r0]
w(v) = @—/w (5)95.1G(s)ds, veJ

Assuming the Hukuhara difference in exists on J, the two cases of the generalized
Hukuhara difference imply that acts as a general form encompassing one of these integral
equations.

Let X(® be the collection of fuzzy functions w € C([—r,T],§) such that CDgf’bw e C(J,3)-
Further, let X% denote the subset of X9 where the Hukuhara difference

w(v) = o(0 @—/w (5)D571G(s) ds,
is well-defined for v € J and ¢ € K.

(2.11)
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Theorem 2.11 (Schaefer’s fixed point theorem, [26]). Let the operator Q : X — X be completely
continuous, where X is a Banach space. We denote

PB(Q) ={veX|v=AQ(w) for some 0 < A < 1}.

Then, if B(Q) is bounded, Q has at least one fixed point.

To analyze the existence, uniqueness, and F'TS of solutions to problem (|1.1)), we use the following
assumptions:

(A1) The fuzzy mapping H : J X § x § — § is jointly continuous.

(A2) A constant L > 0 exists such that

Do[H(v, 21, 22), H(v, w1, w2)] < L(Dolz1(v), w1 (v)] + Dolz2(v — 1), wa (v — 7)]).
(A3) There exist positive constants M; and Ms € (0,1) such that
Do[H(v, 21, 22), 0] < My Dolz1(v),0] + MyDolze(v — 1), 0], Vv € J.

3. EXISTENCE AND UNIQUENESS RESULTS

We establish the existence of solutions to problem (|1.1)). To achieve this, we define two operators
as follows.
To secure a d-increasing solution, we define the operator Q : X — X ag

. Q(V)a ve [—7’, O]
(Qu)(v) = {Q(O) + ﬁ fOV 1/)’(3)335;1@(5) ds, veJ (3.1)

For the existence of the d-decreasing solution, we consider the operator Q : X () — X given
by

_ Q(V)7 Ve [771’ 0]
el = {em) o QU [V (D5 Gls)ds, ved (31)
where G(v) = H(v,w(v),w(v —r)).
Let T* € (0,T] such that A\(M; + Mg)@%)o <T(B+1), where g € (0,1) and X € (0,1).

Theorem 3.1. If (A1)-(A3) are satisfied, then a solution to problem (1.1)) exists on [0,T*] for
every case under study.

Proof. Since the proof strategy is the same for both cases in Remark we focus on a represen-
tative one. The existence of a solution to in (A1)-(A3) follows from Schaefer’s fixed point
theorem.

We reexamine the operator Q from and verify that it is correctly defined by confirming
QX)) C X This conclusion follows immediately from the continuity of G, which ensures
the continuity of (Qw)(v) for v € [—r,T]. Applying Cngrw to both sides of gives

DIV (Qu)(v) = G(v), Wred,

which implies that Cngrw(Qw) is continuous on J. The verification of the hypotheses of Theorem
[2:17] will now be carried out in four steps.

Step 1. The operator Q : X" — X0 ig continuous. To demonstrate this, take a sequence
{wn }nen € X such that w,, — w € X asn — oo. For v € [~r,0], it holds that

Qwn)(v) = o(v) = Qw)(¥) = o(v),
since Q is defined to yield o(v) for all functions in X% on [—r, 0].
Do[(Qun)(v), (Qu)(v)] = 0,

and for any v € J, one also obtains

2L
Do[(Quy) (), (Qu)(v)] < mﬁf,o P Dolwn(v), w(v)];
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where we use assumption (A2). Hence, it yields

20D},
ST+
Because w,, — w as n — 0o, one can imply that D,[Qw,,, Qw| — 0 on X as n — co. Therefore,
the operator Q is continuous on X (@)

Step 2. Consider the ball B(0,p) € X, defined by Dy[g(v),0] < p. We aim to prove that Q
is a bounded operator on bounded subsets, i.e., there exists p > 0 such that D.[Quv, O] < p. This
follows from the behavior of Q on [—r,0] and from assumptions (Al) and (A2) on J.

D, [Quw,, Quw| < ———D,|w,,w], Vv e [-rT].

N L ~ ~
Do{(Qu)(v). 0] < Dole(0),0) + 55 sup Dofw(v) 0]+ sup Dofu(y—1),0))
/w (s)D57 1ds+—/ ¥ (s)D5 1 Do[H(s,0,0),0] ds
. 20D, 5
AR R
Therefore, by choosing
R 2097 D, [w,0]
pP=p+—— T

rg+1) 7
we ensure that the operator Q@ maps any function w € IB%(O, p) into a function whose distance from
0 remains bounded by p.

D,[Qu,0| < p<oo, YveJ.
This shows that the operator Q maps bounded sets into bounded sets of X' (%),

Step 3. We now show that the operator Q maps bounded sets into equi-continuous subsets of
X To this end, consider two time points v1,vs € J such that v; < 1o, and let w € B(0, p).
Then, based on assumptions (A1) and (A2), one can derive that

ww ), (Qu) (1)
< o /’w D01~ DL D[G(9), 0] ds + = /"¢ (5)DF1 Do[G(s), 0] ds,

ZpL’DV2 "
<
TB+1)°

where we use the estimate below via using the assumption (A2)
Do[G(v),0] < 2LD,[w,0] = 2pL, Vv e J (3.2)

Because 9 belongs to K, the distance between (Qw)(vz) and (Qw)(vq) vanishes as vo — 14,
which implies the equi-continuity of Q. From the Ascoli-Arzela theorem, it follows that the set
Q(B(0, p)) is relatively compact in X' (). This analysis shows that Q is a continuous and completely
continuous operator.

Step 4. The final step in invoking Theorem [2.11| consists of establishing the boundedness of the
set defined by

PB(Q) = {w € B(0,p) : u=AQ(u), A € (0,1)},

is bounded in X%, Let w € P(Q) and A € (0,1), then one notices w = AQ(u). Hence, we have
that

uMJWW%MWMW%WL%J (3.3)

By (A3), we obtain
Do[G(v),0] < (M + My)D,[w,0], VYveJ (3.4)
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A straightforward combination of (3.3) and (3.4) leads to
B

. . . . D .
Dolw(v), 0] < A(Dole(0), 0] + (M + Ma) fr555) Dl O,
which implies
. N 2 .
D, [w, 0] < A(Do[(0), 0] + (M, + MQ)W)D* [w, 0],

where 1) is nondecreasing and 37* € 7 such that A(M; + Mg)’DT* o <I(B+1), where 8 € (0,1)
and A € (0,1). Then, we obtain

B
D, [w,0] < ADo[0(0),0](1 — A(M; + Mgr(i);:’l))—l < 0.

The boundedness of PB(Q) implies, via Theorem (Schaefer), that (1.1]) possesses at least one
solution in J* = [0, T*]. O

Theorem 3.2. Under assumptions (A1)—(A3), system (1.1) admits a unique solution on J*,
T* € (0,T], for all cases.

Proof. Assume T™* > r with the partition
JT* =Ui_olkr, (E+ 1)r]U[(n+ 1)r, T7],
where (n 4+ 1)r < T* < (n + 2)r. For any two solutions w and g of (L.1)) satisfying w(v) = 01(v)
and g(v) = g2(v) for all v € [—r,0], Lemma [2.8| yields the following:
For v € [0,7],
Dofulv). 0] < Dofw(0).50) + 55 | /(91925 Dofuts = r)ats -~ s

+—/ e @ﬂ 1 Dofw(s), o(s)] ds.

Considering 7 € (0, rimax], we note that

Dufi(s), 60)] £ Duf0), a0+ Sl o]+ g [ /67025 D) (o)
0 9 = 0 9 F(/6+ 1) rll1l, 2 olw .
Using the generalized Gronwall inequality in [27], we obtam
Dolw(v), g(v)] < A1(r)Eg 1 (LD ,), Vv e [0,7], (3.5)
where
A1(r) = Do[w(0),g(0)] LQE’OD[ ] 3.6
1(r) = Ow()vg()"_m r|01, 02]- (3.6)

For v € (r,2r], combining (3.5) with the inequality Y — A5 < (A; — A2)? (valid for 0 < Ay < Ay,
B € (0,1)) yields
Lo?, L:oﬁ
7T’Dr , + A o nr

/ ' (5)D5 5 Dolw(s), a(s)] ds,

since (s — ) € (—r,0] and (s —r) € (0,r] for s € (0,r] and s € (r,2r], respectively. Through the
generalized Gronwall inequality, we establish the following crucial estimate

Do[w(v),8(v)] < Aa(r)Epa(LDS, ), Vv € (r,27], (3.7)

Dolw(v), g(v)] < Do[w(0), 8(0)] + Ep (L)

where
LQE,O ngr,r B
mDT[Ql? ,QQ] + Al(T)iEﬁJ(L@T’O). (38)

A2(7") = DO[w(O)vg(O)} + F(ﬁ + 1)
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By induction on k > 3, assume Vv € ((k — 1)r, kr] the inequality holds
Do[w(v),a(v)] < Ap(r)Ep 1 (LD, ), Vv € ((k— L)r kr], (3.9)
where
oY, =
—""_D,[o1, Ai(r)Eg 1 (LD? 3.10
]_"(ﬁ + 1) [Ql Q2 5 + 1 Z (i41)r,ir B, 1( ir, 0) ( )

For v € (kr, (k+1)r] (k > 3), using the inequality a’ —b'B < (a—b)? with r € [0,7¢] and (3.9),
we obtain

Ax(r) = Do[w(0), g(0)] +

L E=1  .(i4+1)r , B
< Dofu(0).50) + 5 3 | i Dofuts = gt~ )l ds
+ F(Lﬁ)/k” w/(s)’Dg;lDo[w(s—r) g(s —r)]ds+ 7/ Y (s ’Dﬁ S Dofw(s), g(s)] ds,
Lo} L
S DO[w(O)vg(O)] + F(T_’_OUDT[QMQQ] ngz-&-l)r,ir’A'( ) (L@WO)
e (V) — ) A Ean(L0f, ) + s [ 0608 D). sl .
It follows from the generalized Gronwall inequality that
Dolw(v), g(v)] < Agy1(r)Es, 1(L’D(k+1)r0) Vv € (kr, (k+ 1)r] (3.11)
where
A =D LD D L g A L
k+1(r) = O[W(O),G(O)]‘*‘m AQh&]‘*‘m - Dig1yrirBi(r) Epa 5‘3”«0) (3.12)

Similarly, for v € ((n + 1)r, T*], we also have
DO[w(V)7 g(l/)]

L (i+1)r
< Do[w(0),g(0)] + NG Z/ Y ()5 Do[w(s —7),9(s — )] ds
i=0 7"
Lo o aah-1 _ o
R Sy, ORI Dbt <)ot~ ds s [ )00 Dofute) o(e)] s
< Dofu(0),8(0)] + 220D, (g1, g + fjw((i 1) — (i) As(r) Bp (100 )
>~ Dy 5 ~ 5 o \rl01, 02 5 4\ - 7 58,1 ir
L(B+1) I'(p+1) = -0
L L v _
+ F(ﬁ + 1) @? (n+1)TA”+1(T)Eﬁvl(Lg(Bn+l)r,0) + m o » (S)@E,leo[w(s),g(s)} ds,
with A, 41(r) given by . An application of the generalized Gronwall inequality
Do[w(v),8(v)] < Ap-(r)Ep1 (LD o), v € ((n+ 1), T, (3.13)
where
A = Do[w(0), g(0 LD, D
7+ (r) = Do[w(0), g( )]JFW o1, 02]

n

ﬁ‘i‘l Z (i41)r,ir i

=1

EB 1(L©zr 0)

L
B B8
D o At (DB (LD )
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Assuming g1 (v) = g2(v) for all v € [—r, 0], we observe that
A(r)=Ax(r)=---=Apt1(r) = Ap-(r) = 0.
Consequently, we obtain the identity w(v) = g(v) for all v € [—r, T*]. O

4. FINITE TIME STABILITY RESULT

Definition 4.1. Problem (|1.1)) is said to exhibit FT'S with respect to the set {0,7,d,¢,r} if the
following conditions are satisfied

(1) For any initial function ¢ such that sup,¢(_, o Dole(v), 0] <4,

(2) The corresponding solution w satisfies Do[w(v),0] <& forall v € J.
Theorem 4.2. Under Assumptions(A1)—(A3) there exists a solution to (1.1)) on J*. This solution
is finite-time stable with respect to {0, T*,d,e,1} if

0Ep1(2LDY. ) <e. (4.1)

Proof. Suppose that w solves system (|1.1)) over the interval J*. We define the function Z(v) to
measure the distance between w(v) and the zero element. Then, by applying the explicit solution

formula from and using assumption (A2), we can establish the following estimate for all
veJ*,
Zw) < Z / V' (s)DIMLE(s) + LZ(s — 1)) ds. (4.2)
Let Z.(v) = supee(_,q Z(§) , for all v e J*. Clearly, Z.(v) increases with ¢, and we note that
Zv—r)<Z.(v) and Z(v)< Z.(v). (4.3)

Moreover, we observe that Z(s —r) < Z,(s) for all s € J. Consequently, inequality (4.2)) implies
that

1 1%
Z(v) < 2(0) + m W (s)DE 1202, (s) ds. (4.4)
Next, we set C' = 2L and U(v fo $)DP 1 Z,(s) ds. We want to show that U(v) gets
larger as time ¢ increases within j Take two tlmes v1 and vy such that v1 < vs. Since
QEQ 0 951 0

> )
r@e+1) —I(BE+1)
it follows that

/ (500 ds >F(Cm / ()DL — o (5)DP ] ds.

Since Z, is increasmg on J*, one has

’61 sLm’sB_l B-11z (s)ds
i [ eninze iz 1 [T el - veoliz e s

Therefore,

) e
- /w L0z ds = g [ ORI Z () ds
- / V()00 L 2. <>dsfm | wenii-veniiizeazo

The above 1nequahty shows that
U(ve) —U(ry) >0 for all vy > 1y.

This monotonicity follows from Z,(v) being increasing, and the positivity of the generalized frac-
tional kernel (¢(v) — v(s))#~1, since 1 € K is strictly increasing and v’(s) > 0. Hence, the
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generalized fractional integral operator preserves monotonicity, and U(v) increasing on J*. Ap-
plying inequality (4.4)), we obtain

C( 1%
Z(&) < 2(0) + m/o w’(S)@f;lZ*(S) ds. (4.5)
for all £ € J. Thus, we have
_ C (" aabe
Z20)= sw 20220+ 5 | vemiiz i (4.6)

By applying the generalized Gronwall inequality, we obtain that
Z.(v) < Z(0)Ep1(CD,). (4.7)
So, this means that

EW<Z)= swp Z(6)< Z(0)Ep1(CDF o),
e|l—nrt

where Z(0) = Dy[0(0),0]. Then, if Dy[0(0),0] < 4§, it follows from (@.1) that
Dolw(v),0] <e, YveJ"
This yields the FTS of the solution of problem ([1.1)). O

Theorem 4.3. Under assumptions (A1)—(A3)there exists a solution to on J*. This solution
is finite-time stable with respect to {0, J*,0,¢,r} if
Er-(r)Es (LD o) <e, (4.8)
where Ep«(r) is defined in the proof below.
Proof. Assume that T' > r. We partition the interval J as
J = Up_olkr, (k+ 1)r]U[(n+ 1)r,T],

where (n+1)r < T < (n+2)r. By applying the method of steps in conjunction with the generalized
Gronwall inequality, we establish the FTS of system (L.I), as outlined below. Additionally, we
assume that the initial condition satisfies Do[o(v),0] < § for all v € [, 0].

Consider v € [0,7]. Applying the same estimation method developed for inequality in the
proof of Theorem @ and noting that r < ry .y, we establish

Dolw(v),0] < Ei(r)Eg 1 (LDL,), Vv e [0,7], (3.24)
where
Ey(r) = 6(1 + L% ) (4.9)
T '
For v € (r,2r], as in the estimate (3.7)), we obtain
Dolw(v),0] < Ea(r)Ep (LD, ), Vv € (r,27], (4.10)
where
Eo(r) = 6(1 + Lo, )+ Ey(r) 0%, Es (LD )
2(T) = F(ﬂ+1) 1TF(B+1) 8,1 r,0/"

For v € (kr, (k+1)r], where k = 3,4, 5,.... Similar to the estimate (3.11)), the following estimate
holds,
Dolw(v),0] < Bxp1(r)Eg 1 (LD 1),0), W € (kr, (k + 1)r] (4.11)
where
Lo, L &
E =4(1 o D8 Ei(r)Es (LDP.).
k+1(’r) ( + ]_"(ﬁ + 1)) + F(ﬂ 4 1) ZZ:; (i4+1)r,ir (T) ,6,1( 7,7",0)

For v € ((k + 1)r,T*], following the same bounding technique as in (3.13)), we establish

Do[w(y)70] S g,
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which verifies the FTS of solution to problem ({5.1)).

Dofw(v),0] < Er- (1) Ep1 (LD ), Vv € ((n+1)r, 7, (4.12)
where
Lo L &
Ep(r) = 6(1 0 D8 E(r)Eg, (LD
(1) =004 )+ T 1) 2 Dl BB (100r0)
L
B B
TG0 o e Bt (DB (L) 0)-
For v € ((k 4 1)r,T*], akin to the bound in (3.13)), we derive Dg[w(v),0] < e, which ensures
the FTS of the solution to system (5.1)). O

Remark 4.4. Using the analytical technique from Theorem applied to the interval T* € (0, r],
we arrive at the estimate

oY,
F@+1)
Consequently, system exhibits FTS under the following sufficient condition.

Lo,
F@+1)

Dolw(v),0] < 6(1 + )Eg,1(LDL).

5(1+ )Ep1 (LOY,) <e. (4.13)

5. EXAMPLES

In this section, we illustrate the validate of our theoretical results. While the computational
framework developed in Theorem [£.3] appears more involved than that of Theorem[4:2] we empha-
size that its FTS conditions are actually less restrictive, offering broader applicability in practice.
We examine the concrete problem

Cngrww(u) =H(v,ww),wlv—r)), ve[0,0.3],

(5.1)
wv) =ov)€F, ve[-nr0,

For the function H (v, w(v), w(v —r)) = sin(v)w(v) + cos(v)w(v — r), where the delay is constant
at r = 0.1, we suppose sup,¢|_,.q) Do[o(v), 0] < 6, with & being a positive real number. Due to the
difficulty in deriving an analytical solution for , this example provides sufficient conditions for
the FTS of the solution, setting L = 1. The solution is presumed to exist over the interval [0,0.3].
From Theorem the solution to is FTS with respect to {0,[0,0.3],6,¢,0.1} provided
the specified conditions hold.
E571(2©g3,0) <e/d.

According to Theorem the solution of system (5.1) demonstrates FTS with respect to
{0,[0,0.3],0,£,0.1} when the given conditions are satisfied.

E0.3(0~1)Eﬂ,1(©€.3,0) <S¢,

where
E(o1):5(1+ﬁ)
e rB+1)"
E(Ol)—E(Ol)—HE(Ol)%E ®5.,)
2(U.1) = 1 (V. 1(Y. T(B+1) B8,1\~0.1,0/»

- 95.3,0.2 B
Eog(ol) — EQ(Ol) + E2(0'1)mEﬁ71(©0~270)'

To illustrate the applicability of Theorems [4.2] and [4.3] in analyzing the FTS of system (5.1,
Table [T] presents numerical results for different functions ¢, with g = 0.5.
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1.2
TABLE 1. Evaluation of Theorems @land (3] for fuzzy time-scale stability with

0 = 20.

Sufficient conditions on ¥ t log(t+ 1) NGES!

Theorem [4.2 1.247477 x 10> 1.058240 x 107 34.51709

Theorem (4.3 2.6871 x 103 2.1038 x 103 161.9795
CONCLUSION

In this article, we studied fuzzy fractional delay differential equations within the framework
of the generalized Caputo fractional derivative. By employing stepwise approximation techniques
together with Gronwall-type inequalities, we established the existence and uniqueness of solutions.
Furthermore, sufficient conditions ensuring finite-time stability were derived. Theoretical findings
were supported with computational simulations, which validated the analytical results and demon-
strated the effectiveness of the proposed framework. The obtained results highlight the interplay
between fuzziness, memory effects, and delays in fractional dynamical systems, providing new
insights into their qualitative behavior.

Acknowledgements. We are very grateful to the anonymous referee, who helped us improve the
article.
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