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ENTROPY CONSISTENT, TVD METHODS WITH
HIGH ACCURACY FOR CONSERVATION LAWS

Xuefeng Li

Abstract

The Godunov method for conservation laws produces numerical solutions that are

total-variation diminishing (TVD) and converge to weak solutions which satisfy the
entropy condition (Entropy Consistency), but the method is only first order accurate.

Many second and higher order accurate Godunov–type methods have been developed by

various researchers. Although these high order methods perform very well numerically,

convergence and entropy-consistency has not been proven, maybe due to the highly non-

linear approach. In this paper, we develop a new class of Godunov–type methods that

are TVD, converge to weak solutions of conservation laws, and satisfy the entropy con-

dition. The error produced by these methods are theoretically controllable by the choice

the piecewise constant functions used in the numerical approximation. Numerical ex-

periments confirm that our methods produce numerical solutions that are comparable to

those produced by higher order methods, while maintaining all the good characteristics

of the Godunov method.

1. Introduction

A new class of numerical methods for nonlinear systems of hyperbolic conser-
vation laws,

∂tu+ ∂xf(u) = 0, (x, t) ∈ (−∞,+∞)× (t0,+∞), (1.1a)

u(x, t0) = u0(x), x ∈ (−∞,+∞), (1.1b)

is presented in this paper. The solution vector u has m components and is a
function of two variables x and t. That is, u = u(x, t) = (u1, . . . , um)

T , f(u) =
(f1(u), . . . , fm(u))

T , and matrix ∂uf has m distinct real eigenvalues.

It is well known that a typical solution of (1.1) develops jump discontinuities
(called shocks) in finite time [Lax, 1973]. Thus solution at large exists only in a
weak sense. A weak solution of (1.1) is defined as a function u(x, t) that satisfies

∫ +∞
t0

∫ +∞
−∞
[(∂tφ)u+ (∂xφ)f(u)] dx dt +

∫ +∞
−∞

φ(x, t0)u0(x) dx = 0, (1.2)

for all φ(x, t) ∈ C∞ with compact support in the half plane (−∞,+∞)× (t0,+∞).
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Since weak solutions of (1.1) are not unique [Lax, 1973], additional conditions
must be used to identify the physically relevant solution, or the entropy solution
u(x, t) (piecewise continuous) that satisfies the entropy conditions

∂tU(u) + ∂xF (u) ≤ 0, (x, t) ∈ (−∞,+∞)× (t0,+∞), (1.3a)

in weak sense, or

−

∫ +∞
t0

∫ +∞
−∞
[(∂tφ)U(u) + (∂xφ)F (u)] dx dt−

∫ +∞
−∞

φ(x, t0)U(u0(x)) dx ≤ 0, (1.3b)

for all nonnegative φ(x, t) ∈ C∞ with compact support in the half plane (−∞,+∞)×
(t0,+∞). In addition, across a discontinuity of u(x, t) with the speed of propagation
being S, there must be

F (ur)− F (ul)− S[U(ur)− U(ul)] ≤ 0 . (1.3c)

Here, ul and ur are the states of u on the left and right of the discontinuity of u(x, t);
U(u) is the entropy function of (1.1) and U is convex, that is,

U(
1

2
(p+ q)) ≤

1

2
(U(p) + U(q)) . (1.4)

F (u) is the entropy flux of (1.1) and satisfies ∂uU∂uf = ∂uF . The existence of
entropy U and entropy flux F of (1.1) is assumed here. For most conservation laws,
this assumption is indeed true [Harten, 1983]. In the case of scalar conservation
laws, the entropy condition (1.3) ensures the uniqueness of weak solution of (1.1) in
the class of piecewise continuous functions as stated in the following theorem.

Theorem 1.1 [Oleinik, 1957; Lax, 1973] (Uniqueness). A weak piecewise
continuous solution u(x, t) of a scalar conservation law in the form of (1.1) is unique
in the class of piecewise continuous functions (finitely many discontinuities inside
any compact set in x–t plane), if and only if u(x, t) satisfies (1.3).

Let {xj+ 12 } be a set of grid points on the x−axis. Denote [xj− 12 , xj+ 12 ] by

Ij . Define grid size h to be h = supj |xj+ 12 − xj− 12 |. Let xj =
1
2 (xj− 12 + xj+

1
2
),

∆xj = xj+ 12 − xj− 12 , ∆xj+ 12 = xj+1 − xj . Let ∆tn = τ be the time step, i.e.,

tn+1 = tn +∆tn = tn + τ (n = 0, 1, . . .). For ease of exposition, equal spacing in x
is assumed from now on. That is, ∆xj = ∆xj+ 12 ≡ ∆x ≡ h. Denote τ/h by λ. If

we define the averaged value of u(x, t) over Ij by u
n
j , i.e.,

unj =
1

h

∫
Ij

u(x, tn)dx, (1.5)

it can then be shown using Green’s theorem over the rectangle Ij × [tn, tn+1] that
{unj } satisfy the following relations:

un+1j = unj − λ[f
n
j+ 12
− fn

j− 12
], (1.6a)

fnj+ 12
=
1

τ

∫ tn+τ
tn

f(u(xj+ 12 , t))dt. (1.6b)
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In this paper, a new class of numerical methods is developed based on (1.6).
This new class of highly accurate numerical methods are convergent, and the limits of
their numerical solutions satisfy the entropy condition of (1.3b). And their numerical
accuracy are comparable to those of high order methods.

A general discussion of numerical methods based on (1.6) is presented in section
2. Approximations of functions using piecewise constant functions are discussed
in section 3. The formulation of the new methods and further remarks are given
in section 4. Numerical implementation and tests are presented in section 5 in
comparison with results from Godunov method. It can be shown that the newly
developed first order methods produce numerical solutions with sharp resolution
seen in those produced by high order methods.

2. Godunov and Godunov Type methods

When a numerical solution to (1.1) is to be computed, it is often the discrete
averaged values of u(x, t) defined in (1.5) that are being calculated, using relations
(1.6) where {u0j} are initialized by the initial function u0(x) in (1.5) and u(x, t0) =
u0(x). Many numerical methods are different only in the ways the integral in (1.6b)
is approximated. Evaluation of the integral in (1.6b) often involves the evaluation of
Riemann problems, or generalized Riemann problems of (1.1). A Riemann problem
of (1.1) is defined as:

∂tu+ ∂xf(u) = 0, (x, t) ∈ (−∞,+∞)× (t0,+∞),

u(x, t0) = ul, x < x0, (2.1)

u(x, t0) = ur, x > x0.

That is a conservation law with the initial function as a step function. The solution
of (2.1) is self–similar with respect to the point (x0, t0) and is denoted by R((x −
x0)/(t− t0);ul, ur). And a generalized Riemann problem of (1.1) is defined as:

∂tu+ ∂xf(u) = 0, (x, t) ∈ (−∞,+∞)× (t0,+∞),

u(x, t0) = ul(x), x < x0, (2.2)

u(x, t0) = ur(x), x > x0.

The solution of a generalized Riemann problem is denoted byG(x, t;x0, t0, ul(·), ur(·)).

A difference scheme is said to be consistent with conservation law (1.1) (called
a conservative scheme) if it can be represented in the following format

vn+1j = vnj − λ[f
n
j+ 12
− fn

j− 12
],

fn
j+ 12
= g(vnj−l+1, . . . , v

n
j+l), (2.3)

g(u, . . . , u) ≡ f(u).

A difference scheme is said to be consistent with the entropy condition (1.3a) if

Un+1j ≤ Unj − λ[F
n
j+ 12
− Fn

j− 12
],

Unj = U(v
n
j ), (2.4)

Fn
j+ 12
= g(vnj−l+1, . . . , v

n
j+l),

g(u, . . . , u) ≡ F (u).
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The lattice function {vnj } is usually extended to continuous values of x, t by setting:

vh(x, t) = v
n
j , (x, t) ∈ Ij × [tn, tn+1). (2.5)

A difference scheme is said to be total variation (TV) stable if the total variation in
x of vh(x, t),

TV (vh(·, t)) ≡ TV (v
n) =

∑
j

|vnj+1 − v
n
j |, (2.6)

is uniformly bounded in t and h; here n is the integer part of t/τ . A difference
scheme is said to be total variation diminishing (TVD) if:

TV (vn+1) ≤ TV (vn). (2.7)

Here are two important theorems concerning the above consistent difference schemes.

Theorem 2.1 [Lax, Wendroff, 1960; Harten, Lax, Van Leer, 1983]. Suppose
a difference scheme is conservative and consistent with the entropy condition (1.3a)
in the form of (2.3). Let {vnj } be a solution of (2.3), with initial values v

0
j = u

0
j as

defined in (1.5). Let vh(x, t) be the extended function of {vnj } as defined in (2.5).
Suppose that for some sequence hk → 0+, τk/hk = λ =constant, the limit:

lim
hk→0+

vhk(x, t) = u(x, t), (2.8)

exists in the sense of bounded, L1loc convergence. Then the limit u(x, t) satisfies the
weak form (1.2) of the conservation law, and the weak form (1.3b) of the entropy
condition.

Theorem 2.2 [Harten, 1984]. Suppose the difference scheme (2.3) is conservative
and TV stable. Then the scheme produces numerical solution with a convergent
subsequence whose limit (in the sense of bounded, L1loc) is a weak solution of (1.1).

In the case of scalar conservation laws, Theorem 2.1 ensures the uniqueness
of the limit solution when the entropy condition is satisfied, while Theorem 2.2
guarantees the existence of a limit solution if the difference scheme is TV stable.
Therefore, a conservative difference scheme is convergent and its limit function is
the unique solution of (1.1) if the scheme is TV stable and entropy consistent. The
goal of this paper is to develop a new class of difference methods that are TV stable
and entropy consistent. Furthermore, they produce numerical solutions with accuracy
comparable to those produced by high order numerical methods.

Godunov [1959], Van Leer (MUSCL) [1979], Colella (MUSCL) [1985], Colella
and Woodward (PPM) [1982], Harten, Engquist, Osher and Chakravarthy (ENO)
[1987] developed numerical methods for solving (1.1) which use relations (1.6) in
the numerical approximations. In particular, Godunov method uses piecewise con-
stant functions (constant over each interval Ij with possible jumps at {xj+ 12 }) to

approximate u(x, tn); thus the integral in (1.6b) can be evaluated exactly by solving
Riemann problems of (1.1) at {xj+ 12 }. In the MUSCL (PPM) scheme, piecewise

linear (quadratic) functions (linear (quadratic) over each interval Ij with possible
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jumps at {xj+ 12 }) are used to approximate u(x, tn); the integral in (1.6b) is ap-
proximated using the trapezoidal rule. In the ENO schemes, piecewise polynomial
functions (N -th degree polynomial over each interval Ij with possible jumps at
{xj+ 12 }) are used to approximate u(x, tn); the integral in (1.6b) is approximated
using an appropriate K-point numerical quadrature. All of those methods can be
formulated in the following fashion:

vn+1j = vnj − λ[f
n
j+ 12
− fn

j− 12
], (2.9a)

fnj+ 12
=
∑
k

αkf(v
n,γk
j+ 12
), (2.9b)

λ =
τ

h
≤
θ

Λ
, (2.9c)

where (2.9b) is an appropriate numerical quadrature approximating the integral in
(1.6b); θ is a positive constant less than 1, and it is called the CFL number; αk and
γk are coefficients of the numerical quadrature; {v

n,γk
j+ 12
} are values of u needed in the

quadrature; Λ is the largest eigenvalue of the matrix ∂uf in absolute value, which
represents the maximum speed of propagation of discontinuities of u(x, t).

Equations listed in (2.9) represent a class of recursive algorithms for solving
(1.1). A major task of these algorithms is the evaluation of {vn,γk

j+ 12
}, values of u(x, t)

needed in the quadrature in (2.9b). Assuming u(x, tn) is approximated by u
n
j (x)

over interval Ij . Then

vn,γk
j+ 12
= G(xj+ 12 , γkτ ;xj+

1
2
, tn, u

n
j (·), u

n
j+1(·)), (2.10)

as indicated in (2.2).

In the Godunov method, {unj (x)} are chosen to be constants. That is, u(x, tn)
is approximated using a piecewise constant function

Pn(x) = v
n
j =

1

xj+ 12 − xj− 12

∫
Ij

u(x, tn) dx for x ∈ Ij .

The piecewise constant function Pn+1(x) approximating u(x, tn+1) is computed by
averaging the exact solutions of (1.1) over each Ij , using Pn(x) as the initial function.
This exact solution consists of a sequence of Riemann solutions at {xj+ 12 }. Using

Green’s theorem over the rectangle Ij × [tn, tn+1], one obtains∫
Ij

Pn(x)dx−

∫
Ij

u(x, tn+1)dx−

∫ tn+τ
tn

f(u(xj+ 12 , t))dt+

∫ tn+τ
tn

f(u(xj− 12 , t))dt = 0. (2.11)

Because the initial value Pn(x) = v
n
j , x ∈ Ij , is piecewise constant,

u(xj+ 12 , t) = R((x− xj+ 12 )/(t− tn); v
n
j , v

n
j+1)|x=xj+1

2

= R(0; vnj , v
n
j+1) = constant,

(2.12)
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provided τ ≤ θ
Λh, which ensures that shocks from xj− 12 and xj+1+

1
2
will not reach

xj+ 12 . Therefore, the approximated averaged value of u(x, tn+1) over Ij satisfies:

vn+1j =
1

∆x

∫
Ij

u(x, tn+1) dx

= vnj − λ[f(R(0; v
n
j , v

n
j+1))− f(R(0; v

n
j−1, v

n
j ))], (2.13)

which indeed can be formulated in terms of (2.9):

vn+1j = vnj − λ[f
n
j+ 12
− fnj− 12

],

fn
j+ 12
= f(R(0; vnj , v

n
j+1)), (2.14)

λ =
τ

h
≤
θ

Λ
,

where the numerical quadrature used here is just the rectangle rule.

One concludes that {vn+1j } is computed from {vnj } through the use of two
types of operations: Riemann Problem Solver (in (2.12)) and Integral Averaging (in
(2.13)). The two processes are TV non–increasing in the case of scalar conserva-
tion laws. Therefore, Godunov method is TV stable (it is actually total variation
diminishing). For a convex entropy U(u) and entropy flux F (u),

1

∆x

∫
Ij

U(u(x, tn+1))dx ≤ U(v
n
j )− λ[F (R(0; v

n
j , v

n
j+1))− F (R(0; v

n
j−1, v

n
j ))] (2.15)

because u(x, tn+1) is the unique solution of (1.1) with initial value Pn(x) (Theorem
1.1). Due to Jensen’s inequality for convex functions,

1

∆x

∫
Ij

U(u(x, tn+1))dx ≥ U(
1

∆x

∫
Ij

u(x, tn+1)dx)

= U(vn+1j ) = Un+1j . (2.16)

One thus derives that:

Un+1j ≤ Unj − λ[F
n
j+ 12
− Fn

j− 12
], (2.17)

which indicates that Godunov method is also entropy consistent.

The Godunov method enjoys the advantages of being TVD and entropy consis-
tent because unj (x) is constant, which also results in the method being just first order
accurate. On the other hand, unj (x) is a polynomial in x, in methods like MUSCL,
PPM, ENO, thus these methods enjoy the advantage of being highly accurate but
lacking the stability property (such as TV stability) and entropy consistency prop-
erty. TV stability and entropy consistency of those high order schemes are yet to
be further studied [Vila, 1989].

The goal of this paper is to develop a class of highly accurate methods that use
piecewise constant functions for approximations. Because they use piecewise con-
stant functions for approximations, they enjoy all advantages the Godunov method
does: TV stability and entropy consistency.

Let’s first consider approximating a function f(x) using piecewise constant func-
tions in the next section.
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3. Approximation using Piecewise Constant Functions

The following theorem states results concerning approximating a function using
piecewise constant function over a partition of an interval.

Theorem 3.1. Let f(x) be a function over interval [xl, xr]. Given an integer N ,
let xl = x1 < x2 < . . . < xN < xN+1 = xr be a partition of interval [xl, xr], and
PN (x) be a piecewise constant function which equals bi for x ∈ [xi, xi+1) ≡ Ii. Let
δi = xi+1 − xi, and the L2-error be:

E0 =

√
1

xr − xl

∫ xr
xl

|f(x)− PN (x)|2dx =

√√√√ 1

xr − xl

N∑
i=1

∫
Ii

|f(x)− bi|2dx. (3.1)

Then the piecewise constant function that minimizes the above L2-error E0 satisfies:

bi =
1

δi

∫
Ii

f(x)dx (3.2a)

[ 1
δi

∫
Ii

f(x)dx−
1

δi+1

∫
Ii+1

f(x)dx
]
×

[ 1
δi

∫
Ii

f(x)dx+
1

δi+1

∫
Ii+1

f(x)dx− 2f(xi)
]
= 0 (3.2b)

for i = 2, 3, . . . ,N

Proof: By setting ∂E20/∂bi = 0, one obtains the only solution of bi =
1
δi

∫
Ii
f(x)dx.

By setting ∂E20/∂xi+1 = 0, one obtains

(f(xi)− bi)
2 − (f(xi)− bi+1)

2 = 0, (3.3)

or

(bi+1 − bi)(2f(xi)− bi − bi+1) = 0. (3.4)

Substitute the result in (3.2a) into (3.4), one obtains the result in (3.2b). ♦

Corollary 3.2. If f(x) in Theorem 3.1 is strictly monotone over interval [xl, xr],
equation (3.2b) is equivalent to the following equation:

1

δi

∫
Ii

f(x)dx+
1

δi+1

∫
Ii+1

f(x)dx = 2f(xi). (3.5)

Proof: Because f(x) is strictly monotone, 1
δi

∫
Ii
f(x) dx 6= 1

δi+1

∫
Ii+1
f(x) dx. ♦

Corollary 3.3. If f(x) in Theorem 3.1 is linear over interval [xl, xr], that is, f(x) =
mx+ b, m 6= 0, x ∈ [xl, xr], equation (3.2b) is equivalent to the following equation

xi − xi−1 = xi+1 − xi, for i = 2, 3, . . . ,N (3.6)
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which indicates an equally spaced partition. Furthermore, the minimum L2-error
achieved with the equally spaced partition is (where h = xr − xl)

min
all partitions

E0 =
|m|
√
12N

(xr − xl) =
|m|
√
12N

h. (3.7)

Proof: Because f(x) = mx+ b,

bi =
1

2
m(xi + xi+1)(xi+1 − xi) + b(xi+1 − xi) (3.8a)

2f(xi) = 2mxi + 2b. (3.8b)

Because linear functions are strictly monotone, (3.2b) is equivalent to (3.5), substi-
tute (3.8) into (3.5) results in the following:

1

2
m(xi−1 + xi) + b+

1

2
m(xi + xi+1) + b = 2mxi + 2b, (3.9)

which means:
m(xi − xi−1) = m(xi+1 − xi). (3.10)

Equation (3.7) can be obtained now with simple algebraic computation and the
derivation is omitted here. ♦

Note: When f(x) in Theorem 3.1 is nonlinear, equation (3.2b) is a nonlinear equa-
tion satisfied by the partition {x2, x3, . . . , xN} for i = 2, 3, . . . ,N . The optimal
partition satisfying (3.2b) is not equally spaced. In fact, if f(x) = ax2 + bx + c,
a 6= 0, an equally spaced partition {x2, x3, . . . , xN} of interval [xl, xr] results in the
following:

2a(
2

3
a(xi−1 + xi + xi+1) + b)δ

2 = 0, (3.11)

where δ = 1
N
(xr −xl) =

h
N
. That means an equally spaced partition is a solution of

(3.2b) up to a first order error term. That is indeed the best this methodology can
achieve because piecewise constant function on an equally spaced partition is used
for the approximation.

Let’s now consider approximating a general function using a linear function.
The results will be used later for the construction of the new methods.

Theorem 3.4. Let f(x) be a function over interval [xl, xr]. Then the linear function
that minimizes the following L2-error.

E1 =

√
1

xr − xl

∫ xr
xl

|f(x)− L(x)|2dx, (3.12)

where L(x) is any linear function over interval [xl, xr], is the function L(x) = m(x−
c) + b (c = 1

2 (xl + xr), midpoint of interval [xl, xr]) with:

m =
12

(xr − xl)3

∫ xr
xl

f(x)(x− c)dx, (3.13a)

b = f(xl, xr) =
1

xr − xl

∫ xr
xl

f(x)dx, (3.13b)
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and the minimum L2-error achieved is (where h = xr − xl):

min
linear functions

E1 =

√
1

xr − xl

∫ xr
xl

[f(x)− (m(x− c) + b)]2dx

=
|f ′′(c)|

8
√
5
h2 +O(h3) (3.14)

Proof: Since L(x) is a linear function over [xl, xr], let’s assume L(x) = p(x− c)+ q.
Therefore,

E21 =
1

xr − xl

∫ xr
xl

(f(x)− p(x− c)− q)2dx. (3.15)

By setting ∂E21/∂p = 0, and ∂E
2
1/∂q = 0, one obtains∫ xr

xl

(f(x)− p(x− c)− q)(x− c)dx = 0 (3.16a)∫ xr
xl

(f(x)− p(x− c)− q)dx = 0. (3.16b)

Because c is the midpoint of the interval [xl, xr],
∫ xr
xl
(x − c)dx = 0. Relations in

(3.13) are thus derived.

Using Taylor expansion, f(x) can be expressed as

f(x) = f(c) + f ′(c)(x − c) +
1

2
f ′′(c)(x − c)2

+
1

6
f ′′′(c)(x− c)3 +

1

24
f (4)(c)(x − c)4 +

1

120
f (5)(η)(x− c)5, (3.17)

where η is a certain number in interval (xl, xr). Substitute the right side of (3.17)
into (3.13), one obtains:

m = f ′(c) +
1

40
f ′′′(c)h2 +

1

4480
f (5)(η1)h

4, (3.18a)

b = f(c) +
1

24
f ′′(c)h2 +

1

1920
f (4)(η2)h

4 (3.18b)

where η1, η2 are two other numbers in interval (xl, xr). Substitute the right sides of
(3.17), (3.18) into (3.12), one obtains:

E21 =
1

xr − xl

∫ xr
xl

|f(x)− (m(x− c) + b)|2 dx

=
1

xr − xl

∫ xr
xl

[−
1

24
f ′′(c)h2 +

1

2
f ′′(c)(x− c)2 +O(h3)]2dx (3.19)

=
(f ′′(c))2

320
h4 +O(h5)

Therefore,

E1 =

√
(f ′′(c))2

320
h4(1 +O(h)) =

|f ′′(c)|

8
√
5
h2 +O(h3). (3.20)
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♦

Results from Corollary 3.3 and Theorem 3.4 indicate while linear function ap-
proximation results in second order accuracy, piecewise linear function approxima-
tion results in first order accuracy but also inversely proportional to N , the number
of constants used in the approximation. This leads to the following key result of this
paper.

Theorem 3.5 (Error estimate of approximation using piecewise constant
function). Let f(x) be a function defined on [xl, xr], c =

1
2
(xl+xr), h = xr−xl and

L(x) = m(x−c)+b be the linear function minimizing the L2-error between f(x) and
all linear functions on interval [xl, xr], as defined in Theorem 3.1. Given an integer
N , let PN (x) be a piecewise constant function over the equally spaced partition xl =
x1 < x2 < . . . < xN < xN+1 = xr, which equals bi =

1
xi+1−xi

∫ xi+1
xi

L(x)dx = L(ci),

where ci =
1
2 (xi + xi+1). Then the L

2-error:

E2 =

√
1

h

∫ xr
xl

|f(x)− PN (x)|2dx (3.21)

satisfies:

E2 ≤ [
|f ′′(c)|

8
√
5
+
|f ′(c)|
√
12
] h2 +O(h3), (3.22)

provided:
1

N
≤ h. (3.23)

That indicates that piecewise linear function approximation can actually achieve
second order accuracy.

Proof: Due to the triangle inequality for norms,

E2 =

√
1

h

∫ xr
xl

|f(x)− PN (x)|2dx (3.24a)

≤

√
1

h

∫ xr
xl

|f(x)− L(x)|2dx+

√
1

h

∫ xr
xl

|L(x)− PN (x)|2dx (3.24b)

=
|f ′′(c)|

8
√
5
h2 +O(h3) +

|m|
√
12N

h (3.24c)

≤
|f ′′(c)|

8
√
5
h2 +

|m|
√
12
h2 +O(h3) (3.24d)

≤
|f ′′(c)|

8
√
5
h2 +

|f ′(c)|
√
12
h2 +

|f ′′′(c)|

40
√
12
h4 +O(h6) +O(h3) (3.24e)

= [
|f ′′(c)|

8
√
5
+
|f ′(c)|
√
12
] h2 +O(h3). (3.24f)

Here, (3.7) and (3.14b) are used in getting (3.24c), (3.23) is used in getting (3.24d),
(3.18a) is used in getting (3.24e). ♦



TVD METHODS 191

Fig. 4.1. Jumps in Godunov Method and the new Method when N=2

4. Formulation of the New Methods

The result of theorem 3.5 as well as the proof of it suggested the methodology
to be used for high accurate approximations of general functions using piecewise
constant functions. When a function f(x) is to be approximated, the optimal linear
approximation in L2 norm is constructed. Based on the linear approximation, a
piecewise constant function is constructed for the approximation of f(x). The con-
structed piecewise constant function is then used in the recursive formula outlined
in (2.9) for the computation of numerical solutions to conservation laws of (1.1).

The new methods are developed following the steps listed below:

(i) Averaged values {v0j } of u(x, t) are computed from initial value of u(x, t);

(ii) Based on the averaged values {vnj } of u(x, t) computed in the previous iteration,
a piecewise linear function is constructed which is linear over each interval Ij ,
that approximates u(x, tn) with second order accuracy O(h

2) (h = the length
of interval Ij), as indicated in theorem 3.4;

(iii) Next, a piecewise constant function is constructed as defined in Theorem 3.5,
which has N constants over each interval Ij and the N constants are equally
spaced. This piecewise constant function approximates the linear function con-
structed in (ii) with O(h2) error provided 1/N = O(h), as indicated in Corol-
lary 3.3;

(iv) The exact solution to conservation law (1.1) at time t = tn + τ using the
piecewise constant function constructed in (iii) as the initial value function
is then computed by solving generalized Riemann problems at all interfaces
{xj+ 12 }, as indicated in (2.10) where u

n
j (x) = the N–piece constant function

constructed in (iii). That is the approximate solution of u(x, t) at t = tn + τ =
tn+1;

(v) Averaged values {vn+1j } of u(x, t) at t = tn+1 are then computed from results
in (iv). The iteration continues again from (ii).

Remark (a) Step (ii) is the normal procedure for all second order accurate Godunov
type methods. The slope of the linear function over Ij is constructed according
to (3.13a). Using (3.18a), (where xl = xj− 12 , xr = xj+

1
2
, and xr − xl = h and

c = 1
2
(xl + xr)), one can see that:

m = f ′(c) (4.1)

results in only an O(h2) error in the approximation of the slope of the linear function,
which is tolerable in all second order accurate numerical methods.
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Therefore, the slope of the linear function over Ij is constructed using the
smallest between the forward and backward difference quotients,

∂xu(x, tn) ≈



(vnj+1 − v

n
j )/h, if |v

n
j+1 − v

n
j | < |v

n
j − v

n
j−1|

(vnj − v
n
j−1)/h, if |v

n
j − v

n
j−1| < |v

n
j+1 − v

n
j |

0, if vnj is a local extrema
(4.2)

sometimes the centered difference quotient, (vnj+1 − v
n
j−1)/(2h) is also considered.

That is to ensure TV stability for the difference method. The setting used in (4.2)
is to avoid creating new local extrema in linear function constructions when vnj is a
local extremum among vnj and v

n
j±1, which is also a normal procedure among many

Godunov–type methods.

Remark (b) If piecewise linear functions were used for approximating u(x, t), possi-
ble jump discontinuities are introduced at each xj+ 12 , which resolve into the solutions
of generalized Riemann problems whose numerical solutions are not readily available
in general, neither can it provide insight of TV stability property of the numerical
solutions. Thus piecewise constant functions are used for the actual approximations.
As indicated in theorem 3.5, piecewise constant functions can result in second order
accuracy provided 1/N = O(h).

Theorem 3.4 states that u(x, tn) can be approximated by

Lj(x) = ∂xu(xj , tn)(x− xj) + v
n
j

with O(h2) error. Theorem 3.5 states that over the equally spaced partition on Ij :

xj,1 = xj− 12 , xj,i+1 = xj,i + h/N, cj,i =
1

2
(xj,i + xj,i+1), i = 1, 2, . . . ,N (4.3)

the piecewise constant function:

Pj,N(x) = Lj(cj,i), forx ∈ [xj,i, xj,i+1) (4.4)

approximates Lj(x) with error |∂xu(xj , tn)|h/(
√
12N).

Because N constants are used to approximate u(x, tn), there are N + 1 possi-
ble jump discontinuities over each Ij (see fig. 4.1 for the case of N = 2 where the
jump discontinuities resolve into three Riemann solutions) which resolve into Rie-
mann solutions and their numerical solutions are readily available. To avoid shock
interactions from neighboring Riemann problems, the time step τ must be chosen
so that:

λ ≤
1

2N

θ

Λ
. (4.5)

As a matter of fact, since only the averaged values of u(x, tn+1) on Ij are to be
computed, using Green’s theorem over the rectangle Ij × [tn, tn + τ ], one obtains:

∫
Ij

Pj,N (x)dx−

∫
Ij

u(x, tn+1)dx−

∫ tn+τ
tn

f(R(0;Pj,N (cj,N ), Pj+1,N (cj+1,1)))dt

+

∫ tn+τ
tn

f(R(0;Pj−1,N (cj−1,N ), Pj,N (cj,1)))dt = 0. (4.6)
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Therefore, the averaged value of u(x, tn+1) over Ij can be evaluated by solving just
two Riemann problems,

R(0;Pj,N (cj,N ), Pj+1,N (cj+1,1)) and

R(0;Pj−1,N (cj−1,N ), Pj,N (cj,1)),

instead of all N + 1 Riemann problems, and

vn+1j =
1

h

∫
Ij

u(x, tn+1)dx (4.7a)

=
1

h

∫
Ij

Pj,N (x)dx−
τ

h
[f(R(0;Pj,N (cj,N ), Pj+1,N (cj+1,1)))

− f(R(0;Pj−1,N (cj−1,N ), Pj,N (cj,1)))] (4.7b)

= vnj − λ[f
n
j+ 12
− fn

j− 12
], (4.7c)

where

fnj+ 12
= f(R(0;Pj,N (cj,N ), Pj+1,N (cj+1,1))), (4.8a)

Pj,N (cj,N ) = Lj(xj+ 12 −
1

2
h/N), (4.8b)

Pj+1,N (cj+1,1) = Lj+1(xj+ 12 +
1

2
h/N). (4.8c)

Because only Riemann solutions at {xj+ 12 } are needed in (4.7), formulas in (4.7)
remain valid so long as shocks from inside the interval Ij do not reach the boundary
of the interval Ij . That means (4.7) remains valid for

λ ≤
1

N

θ

Λ
. (4.9)

Remark (c) Compare (4.9) to (2.9c), one sees that the time steps in the new
methods are 1

N
of those in other methods described in (2.9). In other words, a new

method must carry out N times more iterations than a method of (2.9) in order
to get a numerical solution to (1.1) at a specific time T [T/(τ/N) = N(T/τ) steps
compared to just T/τ steps]. That seems to be the price for achieving high accuracy
using piecewise constant functions for approximations.

On the other hand, since Λ is the largest speed of propagation of shock waves
over the entire computational domain, in an interval Ij where the shock speed is
smaller, requirement (4.9) is too excessive (should have been λ ≤ 1

N
θ
Λj
where Λj < Λ,

and Λj is the maximum speed of propagation of discontinuities of u(x, t) in interval
Ij). And in an interval Ij where the shock speed does reach the maximum, the slope
of the linear function Lj(x), according to (4.2c), is set to zero to avoid creating new
local extrema. That means the N constants are identical, or, only one constant,
instead of N different constants, is used to approximate u(x, t) in Ij , and once again
requirement (4.9) is too excessive (should have been λ ≤ θ

Λ ). Therefore, in actual
numerical computations, one can use time steps slightly larger than those required
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by (4.9). The benefit of using larger time steps in numerical computations is most
visible in a region where u(x, t) is smooth (such as inside a rarefaction wave); the
drawback is degradation in accuracy in an area near the fastest shock wave, where
one constant, instead of N constants, will have to be used for approximations. Thus
(4.9) is modified to become:

λ ≤
ζ

N

θ

Λ
, (4.10)

where ζ ≥ 1 is a pre-chosen constant.

Remark (d). Since numerical solution over Ij is to be computed, Ij itself is quite
small in practice, and it is not recommended to further divide Ij into too many
subintervals due to round off errors. As indicated by numerical examples shown
later, the mere use of N = 2 can produce solutions with satisfactory resolution
where restriction (4.10) becomes

λ ≤
ζ

2

θ

Λ
. (4.11)

ζ can be chosen between 1.5 and 2.0 without introducing too much degradation in
numerical solutions, which makes the method in case of N = 2 very efficient yet
accurate.

Remark (e) Restriction (4.10) determines the number of computations (addi-
tion, subtraction, multiplication, division and logical comparison) required in a new
method for computing approximation to u(x, T ). Assuming there are m grid points
in the computational domain, the number of Riemann problems to be solved on
each time step is m. Thus the total number of computations required for the Go-
dunov method and a new method to compute approximations to u(x, T ) is Gc(T ) =
O(mωΛT/(θh)) and Nc(T ) = O(mωΛNT/(ζθh))+O(L), respectively. Here, ω is the
number of computations used in solving a Riemann problem; O(L) is the number of
computations used for the construction of linear functions described in Theorem 3.4,
3.5 and step (ii) of section 4, and O(L) = O(mκΛNT/(ζθh)) where κ is a constant
integer related to the number of computations required for the construction of a lin-
ear function over one subinterval Ij , which is described in (4.2). That also indicates
that O(L) depends on the number of local extrema in u(x, t), or, O(L) is problem–
dependent. Therefore, the relative difference of the number of computations in the
two methods is Rc(T ) = [Nc(T )−Gc(T )]/Gc(T ) = O(N/ζ − 1+ (κ/ω)(N/ζ)). And
one can see that Rc(T ) is proportional to the ratio N/ζ, which can be chosen by a
user. When ζ = N , Rc(T ) = O(κ/ω), which is usually quite small because ω is usu-
ally large (the number of computations, i.e., addition, subtraction, multiplication,
division and logical comparison, required to compute a solution to a Riemann prob-
lem). Numerical tests in section 5 confirm that the new methods indeed out–perform
the Godunov methods in terms of accuracy and efficiency.

Remark (f) It will be shown later that the new methods are TVD and entropy
consistent. Therefore, the new methods are different from other high order accurate
methods. In addition, They also enjoy another advantage over other high order
accurate methods. In general, a high order accurate method relies on numerical
approximations of derivatives of the exact solution to achieve high order accuracy.
On the other hand, the current new methods do not make use of any differentiability
information about the exact solution. Thus in a region where the exact solution
is only continuous but not differentiable, such as inside a rarefaction wave of gas
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dynamics, the new methods should perform equally well as in other regions (where
u(x, t) is differentiable), as indicated in fig. 5.1–5.3.

Remark (g) The new methods are different from other high order accurate methods
as discussed in remark (f). They are also different from the first order accurate
Godunov method in several ways, as discussed below.

Firstly, they are different in terms of grid size and accuracy. In order to achieve a
pre-chosen accuracy ε � 1, the Godunov method, being first order accurate, must
be applied using a grid {xj+ 12 } with grid size being supj |xj+ 12 − xj− 12 | = O(ε);

whereas the new methods, being second order accurate, only need a grid {yj+ 12 }

with grid size supj |yj+ 12 − yj− 12 | = O(
√
ε). The savings in the amount of computer

memory used is tremendous, especially in solving three dimensional problems with
operator splitting techniques.

Secondly, they are different in terms of the number of Riemann problems being
solved per time step. Over a fixed region with length L in the computational domain,
the number of grid points falling into that region for the Godunov method and the
new methods are O(L/ε) and O(L/

√
ε), respectively. That translates into solving

O(L/ε) number of Riemann problems for the Godunov method as compared to
solving O(L/

√
ε) number of Riemann problems for the new methods. The ratio

between them is 1 : O(1/
√
ε). Because solving Riemann problems, whether exactly

or approximately, requires a lot of numerical computation, the savings in using the
new methods is again tremendous.

Thirdly, high order accurate methods can achieve accuracy that a first order ac-
curate method may not. When a floating point number is sufficiently small, it is
treated by digital computers as a ’zero’, though it is not exactly zero. Such a small
number is referred to as the machine epsilon. A typical machine epsilon is in the
range of 10−8 ∼ 10−16. Denote a machine epsilon by ©. That is, © = 0(on a
digital computer). In rare situations, where a pre-chosen accuracy ε � 1 is close
to the machine epsilon © (which is computer–dependent), that is, ε ≈ ©, then the
implementation of the Godunov method on such a computer becomes unpredictable
because the grid size supj |xj+ 12 − xj− 12 | = O(ε) ≈ ©. On the other hand, the im-
plementation of the new methods on such a computer remains normally functional,
because the grid size supj |yj+ 12 − yj− 12 | = O(

√
ε) � ε ≈ ©.

In light of results from Theorems 3.1, 3.4 and 3.5, as well as the above remarks,
a class of new Godunov type numerical methods is formulated as follows:

Given an integer N in {1, 2, . . .} put v0j = u
0
j . Then for for n = 1, 2, . . . put

vn+1j = vnj −
τ

∆xj
[fn
j+ 12
− fn

j− 12
] (4.12a)

fn
j+ 12
= f(R(0; vnj,r, v

n
j+1,l)) (4.12b)

vnj,l = Lj(xj− 12 +
1

2
∆N ) (4.12c)

vnj,r = Lj(xj+ 12 −
1

2
∆N ) (4.12d)

Lj(x) = sj(x− xj) + v
n
j (4.12e)
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∆N =
xj+ 12

− xj− 12
N

(=
h

N
inuniformgrids) (4.12f)

sj =
vnj+1 − v

n
j

xj+1 − xj
if |
vnj+1 − v

n
j

xj+1 − xj
| < |

vnj − v
n
j−1

xj − xj−1
| (4.12g)

=
vnj − v

n
j−1

xj − xj−1
if |
vnj − v

n
j−1

xj − xj−1
| < |

vnj+1 − v
n
j

xj+1 − xj
| (4.12h)

= 0 if vnj is a local extrema among v
n
j and v

n
j±1 (4.12i)

max
j

τ

∆xj
≤
ζ

N

θ

Λ
(
τ

g
≤
ζ

N

θ

Λ
in uniform grids) (4.12j)

ζ = constant ≥ 1. (4.12k)

Notice that (4.12) becomes (2.13) when N = 1 and ζ = 1. One can also see that
(4.12) can be used on non–uniform grids without much difficulty.

The above algorithms can be applied to systems of conservation laws with just
minor modification in (4.12). That is, slopes of all components of u(x, t) must be
set to zero when a local extrema occurs in any ONE component of u(x, t) in interval
Ij . That is to ensure that Jensen’s inequality can be used for {vnj } as described in
(2.15) to obtain entropy consistency.

The following theorems summarize the conclusions of this paper.

Theorem 4.1. For scalar conservation laws, a numerical method defined in (4.12)
is TV stable for ζ = 1.

Theorem 4.2. A numerical method defined in (4.12) is entropy consistent for ζ = 1.

Theorem 4.3. For a scalar conservation law and ζ = 1, a numerical method defined
in (4.12) produces numerical solution with a convergent subsequence whose limit
function is the unique weak solution of the scalar conservation law.

Proof of Theorem 4.1 Steps (4.12g − i) ensure that no new local extrema is cre-
ated when piecewise constant functions are constructed. That means the process of
constructing piecewise constant functions is total variation non–increasing. As indi-
cated earlier, (4.12) produces {vn+1j } from {vnj } by first solving Riemann problems,
then averaging solutions of those from Riemann problems. The total variation of a
solution of a Riemann problem R((x−x0)/(t−t0);ul, ur) equals |ur−ul| for a scalar
conservation law. Because interaction of Riemann solutions is not allowed due to
(4.12k), the process of resolving Riemann problems is total variation non–increasing.
The process of averaging is also total variation non–increasing. Therefore, (4.12) is
TV stable. ♦

Proof of Theorem 4.2 The argument is the same as the one used to prove that Go-
dunov method is entropy consistent [(2.15–17)], because just like Godunov method,
(4.12) also uses piecewise constant functions for approximations. ♦

Proof of Theorem 4.3 It follows directly from Theorems 4.1, 4.2, 2.1, 2.2. ♦

5. Numerical examples
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Fig. 5.1. Density profiles of test #1 (solid lines are the exact solutions)

Two tests of a system of conservation laws are presented here, where their exact
solutions are available for error analysis. They are for a system of conservation
laws which is the Euler’s equations for gas dynamics in the form of (1.1) where
u = (ρ, ρq, e)T , f(u) = (ρq, ρq2 + p, q(e+ p))T . Here, ρ is density, p is pressure, q is
velocity, e = ρε+ 1

2ρq
2 is the total energy per unit volume, and ε = p/[(γ − 1)ρ] is

the internal energy per unit mass, where γ is the ratio of specific heats (a constant
greater than 1).

The first test problem [Sod, 1978] has the initial values:

(q, p, ρ) =

{
(0, 1, 1), if x < 0,
(0, 0.1, 0.125), if x > 0.

The solution to this problem consists of one rarefaction wave traveling to the left, one
shock wave traveling to the right, and a contact discontinuity staying in between.
The density profile in the exact solution is monotone decreasing where there is a
small (weak) jump in density at the contact discontinuity. Numerical solution at
time T = 2 is reported. Density profiles are shown in figures 5.1. The number
of constants used in approximation is indicated in the figures where when ONE
constant is used for approximation, it is the first order Godunov method.

The second test problem [Harten, Engquist, Osher and Chakravarthy, 1987] has
initial values:

(q, p, ρ) =

{
(0.698, 3.528, 0.445), if x < 0,
(0, 0.571, 0.5), if x > 0.

The solution to this problem consists of one rarefaction wave traveling to the left,
one shock wave traveling to the right, and a contact discontinuity staying in between.
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Table 5.1. Error Chart for Test Problem #1 (dhx = 0.05000)
in L1 Norm

# of Constants used Norm Absolute Error Relative Error
1 21.16886 0.36453 1.72201%
2 21.16886 0.18274 0.86327%
4 21.16886 0.09882 0.46684%
64 21.16886 0.09305 0.43958%

2nd Order Method 21.16886 0.13497 0.63759%
in L2 Norm

1 5.50185 0.14527 2.64044%
2 5.50185 0.08472 1.53980%
4 5.50185 0.05116 0.92979%
64 5.50185 0.05623 1.02203%

2nd Order Method 5.50185 0.06356 1.15518%
in L∞ Norm

1 3.50000 0.38778 11.07947%
2 3.50000 0.26011 7.43167%
4 3.50000 0.17894 5.11253%
64 3.50000 0.23941 6.84039%

2nd Order Method 3.50000 0.17336 4.95301%

Fig. 5.2. Density profiles of test #2 (solid lines are the exact solutions)

Different from the previous test problem, the density profile of this problem has a
built–up in the center part of the solution. Therefore, this test problem provides a
different scenario to test all numerical methods. Numerical solution at time T =
1.445 is reported. Density profiles are shown in figures 5.2, and pressure profiles are
shown in figures 5.3. The number of constants used in approximation is indicated in
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Table 5.2. Error Chart for Test Problem #2 (dhx = 0.05000)
in L1 Norm

# of Constants used Norm Absolute Error Relative Error
1 75.84542 1.77505 2.34035%
2 75.84542 1.02258 1.34825%
4 75.84542 0.71428 0.94176%
64 75.84542 0.67377 0.88834%

2nd Order Method 75.84542 1.29140 1.70276%
in L2 Norm

1 21.77542 1.02382 4.70173%
2 21.77542 0.74414 3.41734%
4 21.77542 0.64455 2.96001%
64 21.77542 0.61964 2.84561%

2nd Order Method 21.77542 0.81321 3.73455%
in L∞ Norm

1 10.98673 3.35377 30.52561%
2 10.98673 3.09033 28.12782%
4 10.98673 3.01107 27.40644%
64 10.98673 2.93118 26.67929%

2nd Order Method 10.98673 3.91365 35.62160%

Fig. 5.3. Pressure profiles of test #2 (solid lines are the exact solutions)

the figures where when ONE constant is used for approximation, it is the first order
Godunov method.

The above profiles confirm that the newly developed methods indeed are able
to produce numerical solutions with better resolutions than those produced by a
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Table 5.3. Time Comparison Chart for Test Problem #1
Relative L1 error ≤ 1.0%

# of Constants used # of grids used Ratio N/ζ CPU Time
1 500 1 14.0
2 200 1 4.1
4 120 1 1.7
8 120 1 1.7
16 120 16/14 2.2
64 120 64/54 2.2

2nd Order Method 120 N/A 2.0

Table 5.4. Time Comparison Chart for Test Problem #1
Relative L2 error ≤ 2.0%

# of Constants used # of grids used Ratio N/ζ CPU Time
1 410 1 9.9
2 140 1 2.0
4 100 1 1.1
8 100 1 1.2
16 100 16/14 1.4
64 80 64/54 0.9

2nd Order Method 120 N/A 2.0

first order method. The improvement is most significant in regions where rarefaction
waves exist. These profiles are comparable to those presented in the paper by Harten,
Engquist, Osher and Chakravarthy (ENO) [1987].

Errors between the numerical solution and the exact solution at the indicated
times are computed in L1, L2 and L∞ norms. They are reported in table 5.1 and
5.2 for the two test problems. Similar errors from a particular implementation of
a second order Godunov–type method [Li, 1994] are also reported in the tables
for comparison purpose. It can be seen that the current methods indeed produce
numerical solutions comparable to those produced by higher order methods which
is also apparent from the pictures in fig. 5.1–5.3. The results are much better than
those produced by a first order conservative method.

The above test problems were run on an IBM RS/6000 model 550 computer
running AIX which is highly efficient in floating point number computations. Table
5.3 records the CPU time used by the different methods which are required to pro-
duce numerical solutions with a relative L1 error less than or equal to 1.0%, while
Table 5.4 records the CPU time used by the different methods which are required
to produce numerical solutions with a relative L2 error less than or equal to 2.0%.
One concludes from the two tables that (a), to achieve a pre–determined accuracy,
the new methods are much more efficient than the first order Godunov method in
terms of CPU time and number of grid points used, and they are comparable to a
particular high order accurate Godunov–type method, though the exact savings in
CPU time are computer–dependent and norm–dependent; (b), using a pre–chosen
number of grid points for numerical approximations, the new methods produce nu-
merical solutions with much better accuracy than the one produced by the first order
Godunov method, and they are also comparable to the one produced by a particular
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high order Godunov–type method.

A major problem that hinders the efficiency of the new methods is the restriction
in (4.12j), where a time step must be chosen to be smaller than the one used in other
Godunov–type methods as indicated in (2.9c). Otherwise the savings would have
been much greater. The author [Li, 1998] is working on an implicit version of those
new methods which will ease up the strict restriction in (4.12j), resulting in greater
savings over other Godunov–type methods. Implementation of the current new
methods to conservation laws in multiple space dimensions may also be investigated
in the future.

Acknowledgment The author thanks the referees for suggesting the inclusion of
comparison on the computing time among different methods which greatly enhanced
the quality of this manuscript.
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